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EEIC 2011 Preface

The present book includes extended and revised versions of a set of selected papers
from the International Conference on Electric and Electronics (EEIC 2011) , held on
June 20-22 , 2011, which is jointly organized by Nanchang University, Springer, and
IEEE IAS Nanchang Chapter.

The goal of EEIC 2011 is to bring together the researchers from academia and
industry as well as practitioners to share ideas, problems and solutions relating to the
multifaceted aspects of Electric and Electronics.

Being crucial for the development of Electric and Electronics, our conference
encompasses a large number of research topics and applications: from Circuits and
Systems to Computers and Information Technology; from Communication Systems to
Signal Processing and other related topics are included in the scope of this
conference. In order to ensure high-quality of our international conference, we have
high-quality reviewing course, our reviewing experts are from home and abroad and
low-quality papers have been refused. All accepted papers will be published by
Lecture Notes in Electrical Engineering (Springer).

EEIC 2011 is sponsored by Nanchang University, China. Nanchang University is a
comprehensive university which characterized by "Penetration of Arts, Science,
Engineering and Medicine subjects, Combination of studying, research and
production”. It is one of the national "211" Project key universities that jointly
constructed by the People's Government of Jiangxi Province and the Ministry of
Education. It is also an important base of talents cultivation, scientific researching and
transferring of the researching accomplishment into practical use for both Jiangxi
Province and the country.

Welcome to Nanchang, China. Nanchang is a beautiful city with the Gan River, the
mother river of local people, traversing through the whole city. Water is her soul or in
other words water carries all her beauty. Lakes and rivers in or around Nanchang
bring a special kind of charm to the city. Nanchang is honored as 'a green pearl in the
southern part of China' thanks to its clear water, fresh air and great inner city
virescence. Long and splendid history endows Nanchang with many cultural relics,
among which the Tengwang Pavilion is the most famous. It is no exaggeration to say
that Tengwang Pavilion is the pride of all the locals in Nanchang. Many men of letters
left their handwritings here which tremendously enhance its classical charm.

Noting can be done without the help of the program chairs, organization staff, and
the members of the program committees. Thank you.

EEIC 2011 will be the most comprehensive Conference focused on the various
aspects of advances in Electric and Electronics. Our Conference provides a chance for
academic and industry professionals to discuss recent progress in the area of Electric
and Electronics. We are confident that the conference program will give you detailed
insight into the new trends, and we are looking forward to meeting you at this world-
class event in Nanchang.
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Targets Detection in SAR Image Used Coherence
Analysis Based on S-Transform

Tao Tao, Zhenming Peng, Chaonan Yang, Fang Wei, and Lihong Liu

School of Opto-Electronic Information, University of Electronic Science and Technology
of China, Chengdu 610054, China
tt19870419@163.com, zmpeng@uestc.edu.cn

Abstract. A novel method for dim moving target detection of synthetic aperture
radar (SAR) image which is based on the S-transform(ST)domain coherent
analyzing was proposed in this paper. Firstly, the paper describes the basic
principle of ST; and analyzes the mechanism of the second generation of
coherent algorithm. On the basis of these algorithms, the coherent formula was
obtained which was used in this paper. Making use of the difference between S-
Transform domain and background of moving target in SAR image with the
same scene, coherent image could be constructed by coherent values which
were calculated by the proposed coherent formula. In the coherent image, target
can be detected by compare the coherent values. Experiments showed that the
proposed method could detect the dim target.

Keywords: S-transform, SAR image, coherence analysis, targets detection.

1 Introduction

The interpretation of SAR images, to which target detection, occupying an important
position especially in target identification system, is the key, has been a focus for
researchers. The research in this respect attracts considerable attention. Classical
target detection is based on CFAR, which is to establish threshold on the foundation
of the correctly estimating noise and heterogeneous wave, to detect. After the efforts
of numerous scholars, many new methods of target detection have emerged today,
such as the improved constant false alarm rate (CFAR), two-parameter CFAR
detection, and transform domain-based target detection method [1], etc. Dim target
detection has been a hot research, too. As the dim target in the image only occupies a
tiny part of pixels, which has no texture, no shape or other information, it’s hard to be
detected for classical target detection methods, and some special preprocessing must
be done to the image in order to better detect the interesting dim target.

SAR image is a kind of complex non-stationary signal, and it can be accurately
described using only appropriate method of time-frequency analysis [2]. Traditional
Fourier-Transform only does single frequency decomposition to signal, although
frequency resolution of that method can achieve the desired level, it loses time
resolution, and lacks the function of positioning the signal’s time and frequency at the
same time, and can’t effectively analyze the local properties of the signal, and the

M. Zhu (Ed.): Electrical Engineering and Control, LNEE 98, pp. 1-8.
springerlink.com © Springer-Verlag Berlin Heidelberg 2011



2 T. Tao et al.

transformed frequency spectrum can only represent the overall effect of signal
frequency changing, so it’s hard to express the non-stationary changes with time of
signal statistical properties. Signal’s local property can be accurately described using
two-dimensional co-expressed of time domain and frequency domain. S-Transform
with a good performance of time-frequency analysis is a new developed method of
time-frequency analysis [3-4]. Compared with wavelet-transform, both have good
local features and direct relation to Fourier spectrum of signal, therefore it can
effectively characterize weak signal’s characteristics.

A novel dim moving target detection method of SAR image which is based on the
S-Transform domain coherent analyzing is proposed in this paper. Firstly, the paper
describes the basic principle of S-Transform, and analyzes the mechanism of the
second generation of coherent algorithm. On the basis of these algorithms, the
coherent formula is obtained which is used in this paper. Making use of the difference
between S-transform domain and background of moving target in SAR image with
the same scene, coherent image can be constructed by coherent values which are
calculated by the proposed coherent formulas. In the coherent image, target can be
detected by comparing coherent values. Experiments show that the proposed method
can detect the dim target.

2 Basic Principle of S-Transform

S-transform(ST)first proposed by Stockwell (1996)[5] is a new linear time-frequency
representation method, time-frequency resolution of which changes with frequency. It
is an extension of the continuous wavelet transform, which takes Morlet wavelet as
the basic wavelet. ST has a good performance of time-frequency analysis[6], whose
time-frequency window has adjustable nature, with good time resolution properties in
the high frequency, while good frequency resolution properties in the low frequency.
Here are the basic transform formulas of ST[7].

For a two-dimensional image h(x,y), (7, f;) is defined as x, (7,, f,)as y, then
the transformation formula of two-dimensional ST is as follows:

S(5.7.1,.15)
) (=) 2 +0-5)'f

1
:j:j:h(x,y)lg; l ex 5 M

exp| —27{ fix+£,y) |dsdy

where, S is the ST of the two-dimensional image A(x,y) , 7, and 7, are time

variables, f, and f, are the frequency, and (x,y) is the image coordinate.

From Fourier transform and convolution theorem, the implementation formula of
two-dimensional ST in frequency domain can be obtained as

S(TI’TZ’fi’fZ) =

FCH(f oS, +fb)-exp{—2ﬂ;—zf“— 27;2; }exp[izrr(farl s poldide,

2
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where, f, #0, f, #0.

The direct relation between two-dimensional inverse ST and two-dimensional
inverse Fourier transform is established

H(fl’fz):J.:J-ZS(TnTz»ﬁ’fz)dﬂde (3)

Make the two-dimensional S-transform formula (2) discrete, and define 7, —> k7, ,
fi, = ulMT, f, = Vv/NI, f,—>m/MT, | f,—n/NT, | then the

implementation formula (4) and (5) of discrete two-dimensional ST and inverse ST
can be obtained,

> ’

M-1N-1 —E/c i——ny
Y ST kT ]e N e
MI; NI, | j=0k=0
u v 1 mMaNa |\ m+u n+v *Mzzmz iy iznz 2Tk @
S| j1.kl,,—,— |=— X 2 H ——le “ eM e Vel
MI, NI, | MNn»=0n=0 | MI, 2
m#z0,nz0
L’L N M_IS JT.KT,, u ’L
(5)

M-1 N-1 12—”\ iz—”u'
h[J'T1J<Tz]=i R L P W
M % | NS | MT ' NT,

From the above transformation formulas, it can be seen that from the time domain to
the time-frequency, and then to the frequency domain, and finally back to the time
domain, this process is reversible with the rapid non-destructive, without any loss of
information in the transformation.

3 Coherent Analyzing in S-Transform Domain

The basic idea of the method in this paper: carry on ST for two SAR images under the
same background and the target location with displacement and coherent analysis of the
two images in ST domain, make use of energy spectrum feature difference in S domain
between the target on image and the background to get coherent values to construct
coherent image, and establish threshold to detect targets. Having integrated the
advantages of short time-window Fourier transform and wavelet transform, ST provides
joint function of time and frequency, describes the signal energy density or signal
intensity with variables of time and frequency. ST, with high time-frequency resolution
[8], does not have the impact of cross terms. Due to the advantages of ST in time-
frequency analysis, when the image is transformed to the S domain, the energy spectrum
of the background for the two images in S domain is basically the same. But when the
targets of the two images move the target energy spectrum also moves accordingly in S
domain and the position corresponding to the target energy spectrum changes.
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Coherence technique is very sensitive to mutation of signals [9], which highlights the
similarity of signals using mathematical method and then achieves a new technology to
detect weak signals and reflect unusual characteristics. The coherent technique is divided
into three generations: the first generation algorithm is based on cross-correlation, which
has better resolution in the case of high signal-to-noise ratio of data, but bad anti-noise
ability relatively; the second generation algorithm is based on the similarity, better for
computing coherence compared with the first-generation algorithm and higher resolution,
whose coherent processing results, to some extent, are influenced by the data quality still,
though; the third-generation algorithm is based on the feature structure.

According to coherence technique in two-dimensional image processing features,
the second generation coherent algorithm, proposed by K.J. Marfurt et.al. [10] in
1997. They gave the formula of the second generation algorithm in his article,

o(7,p,q)=
S ([Su(r+A7,x,)F +[Lu" (7+A7,.x,.3)F )

k=K j=l

IS S{u(r+Az,,x,,y)F +1u" (c+AT,x,, )}

k=—K j=1

(6)

where A7, = kAt — px; —qy, ,u(T + kAt — px; —qy;,x;,y;) is the received seismic
record when ground coordinate is (x;,y;) on the moment of (7 +kAf— px; —qy,),
p and q are strata dip parameters. 7 is sometime, Ar is the sampling interval,
ke[-K, K] isthe window sliding factor, J is the number of seismic participating in
relevant operationsl and u” is the Hilbert transform of seismic u« . It can be seen

from the formula that u and u” are made the same processing, so might as well first
alone consider the processing done to u , as follows equation,

+K J
3 [Su(r+kAr=px; =gy, 5, 5))F

C= +K JJ o (7)
J z Z[M(T+km_px/_qyjsxjsy/)]

k=—K j=1

The numerator can be expressed as the sum of all elements of the following matrix A
which is defined as,

ulmulm ulmu2m b ulmujm
k+w | U, U, u, u e U, U
2m™”1m 2m”2m 2m”"Jm
A=Y | " o : (8)
m=k—w :
u./mulm quMZm ququ

where m is sequence number of sampling points, and the denominator part is J times
than the sum of diagonal elements of the matrix. Suppose (7) is called as the

simplified version of the second generation coherent algorithm, and C~‘2k represents
the calculated value, (7) can be written as,
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k+w J

z z utmu/m

=k-wi=1 j=1

v J (9)
J > u

m=k—w i=1

M\

m
C2k -

wi

»
¢ l

What can be proved is ‘éZk‘Sl . Actually, might as well suppose
|u,m| < |u2m| <. < |qu| for sampling valuesu,,,u,,,..u4,, , and then according to the

definition of sorting inequality, Y u’ is the positive sequence sum of |u

im im | >

12 ‘ - jm‘ is the sum of J-2 groups’ positive sequence sum and one group’s
reverse sequence sum and one group’s positive sequence sum, for|uim| . According to

sorting inequality theory, it can be noted that Y7 u’ only has one group’s sum but

im

,Jl |u u, | has J groups’ sum, then there is:

im™" jm

J J
Z Z WU j,

i=1 j=1

J J J
DXEIWI

i=1 i=1 j=1

(10)

u,u jm

The conclusion may be deduced from all m between («-w) and («+w ), therefore the
absolute molecular is always less than or equal to the absolute denominator, then

€y <1

There is one characteristic in sorting inequality: the difference between positive
sequence sum and reverse sequence sum becomes greater when the difference among
various numbers is larger. If various numbers are close to each other, the difference of
the sum between positive sequence and reverse sequence is very small. This is the
operation mechanism, which makes itself sensitive to incoherency.

It can be supposed from the above analysis that the second generation coherent
algorithm can be improved if the incoherency of image data is needed to be
emphasized and the algorithm to the sensitivity of incoherency is further improved by
using the positive sequence sum divided by the reverse sequence sum instead of all
sequences sum divided by J times the positive sequence sum. According to the idea of
the second generation coherent algorithm, coherent formula can be defined as:

(Zl(u,,,—v )
c=-22 (11)
NX Z(um —vm)2

m=1

where ¢ is coherent coefficient, u,, and v, are elements in two images, N is the
number of elements in the image window, |l expresses absolute value, and

(u, —v,)is the difference of pixel values in corresponding position of two images.

For two sets of data, the positive sequence sum is greater than or equal to the chaotic
sequence sum and the chaotic sequence sum is greater than or equal to the reverse
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sequence sum, known from the properties of sequencing inequality. The numerator in
equation (11) is the chaotic sequence sum of arrays constituted by the absolute value

of (u, —v, ), and the denominator is N times the positive sequence sum, therefore

the coherent coefficient ¢ is less than or equal to 1.

When the image is transformed to S domain, the energy spectrum of the position
where the target corresponds to is bigger in two energy images of S domain. The
target is moving, namely that the target position is different in energy images of S

domain, so the corresponding difference (u, —v, ) is bigger when the computational

elements include target elements. Relatively, (u, —v, ) is smaller when changes in

background of two images are smaller. Thereby larger ¢ expresses higher image
similarity; lower, contrarily. So, the calculated ¢ is smaller when the computational
elements include target elements, which shows a mutation of signal in S domain,
where the target exists. According to the above analysis the position of image target
can be exposed by calculating coherent coefficients, thereby target detection is
achieved by using simple threshold segmentation.

Steps of the algorithm of target detection:

Step 1: implement ST separately for two SAR images u(x,y) and v(x, y) with the

same scene to get the energy feature images S, (7,,7,, f,, f,) and S,(7,,7,, f,, f,) in
ST domain;

Step 2: use appropriate window size (such as: 3x3 or 5x5) to get the elements in
the same position of energy feature images in ST domain in turn, and use equation
(11) to calculate coherent coefficients, then construct coherent images by coherent
coefficients;

Step 3: set threshold x for coherent images, and generally x takes the empirical

value /{0 , where ; is a mean value of elements about coherent images and o is

variance, and then carry on target detection.
The flow of the proposed algorithm is shown in figure 1.

Input original image Input original image
u(x.y) v(x,y)

Do S-Tranform for Do S-Tranform for
u(x.y), and get energy v(x,y). and get energy
features features
Calculate coherent
L» coefficient ¢ using J
equ. (11)

Output coherent
images

Set threshold

Output results of target
detection

Fig. 1. Algorithm flow about target detection
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4 Stimulation of the Algorithm

To test the validity of the method, SAR image of moving target with the same scene is
stimulated in the paper. Fig.2 (a) and (b) show two SAR images with the same scene,
where there is a moving point target. The two images are detected in accordance with
the method proposed in the last section of the paper. Fig.3 (a) shows the coherent
image obtained from formula (11) in S domain after ST of the two images. Through
coherent image can target location be implemented using relatively simple method,
shown as fig.3 (b). Because the position, where the target exists, corresponds to small
coherent value, correspondingly the coherent image calculated in S domain
corresponds to the low power position, seen from coherent image, the color of the
target position is blue which denotes low power.

Known from formula (4), discrete two-dimensional ST has four parameter

variables: jT,,kT, ,u/MT,,v/NT, . In order to improve computational efficiency,

when calculating discrete two-dimensional ST, fix the value of v to get S domain
image. The calculated result is that the resolution is higher in the vertical direction
than that in the horizontal direction, as shown in fig.3 (a). Hence the detection result
is that the target point was stretched in the horizontal direction, as shown in fig.3 (b).
After the segmentation of original image target, calculate the center-of-mass
coordinate, then the center-of-mass coordinate of the target point in fig.2 (a) is
(78.915, 101.35). The detected result shows that the center-of-mass coordinate of the
target point in fig.3 (b) is (79, 101). By comparing the target’s center-of-mass
coordinate of detection result with that of original image, it can be seen that the
method in this paper allows more accurate positioning, as shown in table 1. 100
groups of SAR images with the same scene are simulated using the method proposed
in this paper, as a result, there are 8§ targets and FAR is 8%. Experiments prove the
validity of the method.

Table 1. Performance analysis of algorithm

Target’s Real Target’s Detection Detection FAR
Coordinate Coordinate Error
(78915, 101.35) (79, 101) (0.085, 0.35) <10%

(a) (b)

Fig. 2. Two original SAR images with the same scene
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(a) (b)

Fig. 3. Result of target detection: (a) coherent image in S domain, (b) detection result

5 Conclusions

This paper presents SAR image target detection based on ST coherence analysis,
using ST time-frequency analysis performance to express the image’s energy
spectrum with the joint distribution which takes time and frequency as variables.
Since the positions of moving target under the same background, in the energy
spectrum of ST domain, are different, while the background in the same position has
the similar energy, the difference of the target in ST domain can be used to detect
targets by coherent techniques. Simulation results verify the validity of the method.

Acknowledgements. This work is supported by National Natural Science Foundation
of China (40874066, 40839905), The Key Laboratory Fund of Beam Control, Chinese
Academy of Sciences (2010LBCO001).
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Abstract. In this paper, the impact factors of in-degree and out-degree are
introduced into community detection, and the directed weighted degree is used to
measure the importance of the node. Based on the core nodes, a community
detecting algorithm for directed and weighted networks is proposed. Then the
community detection on the blog site of Sciencenet is conducted with standard
structure entropy as a measure. Experimental results demonstrate that in directed
and weighted networks, the proposed algorithm is efficient with shorter
execution time. By comparing with the classical algorithm, the detecting results
of our algorithm meet the trend of standard entropy better. It means the algorithm
proposed is improved to some extent.

Keywords: Directed and Weighted Networks, Community Detection, Standard
Structure Entropy.

1 Introduction

Properties of complex networks often excite many researchers’ interesting, such as
small-world property, scale-free property, rich-club phenomenon and etc. Community
structure is one of the most important properties of complex networks, which has
become a focus in recent years by Newman and Girvan's research [1].

There are many classical algorithms, such as K-L algorithm[2], Spectral bisection
method[3] and GN algorithm[4]. In K-L algorithm and spectral bisection method, the
number of communities needs to be pre-determined which is often unrealistic. GN
algorithm avoids the defect but the computational complexity is higher relatively. In
our previous work, we have studied the evolution of virtual community in BBS by
calculating the structure entropy[5]. Since core nodes play an important role in
networks, Liping Xiao proposed an algorithm to evaluate importance of the nodes in
networks using data field theory[6]. Duanbing Chen[7] proposed a local detecting
algorithm in weighted networks based on the core nodes. Since modularity Q was

‘ Hongtao Liu(1974- ), Associate Professor, Ph.D., Research: Emergent Computation, Network
Intelligence; Xiao Qin(1985- ), Postgraduate, Research: Network Intelligence; Hongfeng
Yun(1987- ), Postgraduate, Research: Network Intelligence; Yu Wu(1970- ), Professor, Ph.D.,
Research: Emergent Computation, Network Intelligence.

M. Zhu (Ed.): Electrical Engineering and Control, LNEE 98, pp. 11-7.
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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proposed by Newman[1], there was an accepted standard for the results of community
detection. Currently, community detection is measured by Q value and computational
complexity basically.

From above we find most detecting algorithms view the networks as undirected
edges. Thus they lose some useful information, and only conduct a quantitative analysis
on the detecting results. In this paper, we consider the direction of edges, and propose a
new algorithm with standard structure entropy as a measure.

The rest of this paper is organized as follows. Section 2 gives the previous work.
Section 3 describes our algorithm in detail. The algorithm is simulated and analyzed in
Section 4. At last, Section 5 concludes our paper and discusses the future work.

2 Previous Work

2.1 Structure Entropy

Entropy is a measure of energy distribution in complex systems. It can reflect the
stability and change direction of the system. Entropy has become an important metric to
study complex systems, and gains more and more attention.

The network structure entropy is defined as:

N
E=->Inl, (1)
i=1
where I; means the important degrees of nodes, which is defined as:

L=k/k @
i=1

2.2 A Local Detecting Algorithm in Weighted Networks

Duanbing Chen proposed a local detecting algorithm in weighted networks[7]. In this
algorithm, the key aspect was selection of node v which had the largest node strength.
Through finding all neighbors of node v, an initial community was composed. Then
making some adjustment to the initial community, a final community was obtained.
Repeated the above steps we could find all communities in the network.

Experimental results demonstrated that the algorithm was rather efficient for
detecting communities in weighted networks. However, it ignored the direction of
edges and lost some information.

3 A Community Detecting Algorithm in Directed Weighted
Networks

3.1 A Novel Model Based on Directed Networks

As we know, if an individual has a lot of direct contacts with others in complex
systems, it is more important and has great “power”. Under the guidance of this idea, an
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algorithm(D-W algorithm) for detecting communities in directed and weighted
networks is proposed. Duanbing Chen[7] defined node strength as:

Du :Za)uv ’ (3)

veV

where ®,, denotes the weight of the edge which links node u and v. In the blog
networks, if a user responds to others frequently but obtains few responses, the user can
not be a core node. It means direction of the edges have different influences on the
importance of nodes. Thus we measure the importance of a node with directed
weighted degree. Firstly some reasonable assumptions are presented.

Assumption 1: The in-degree and out-degree of a node make different influence on
the importance of the node;

Assumption 2: A node has a broad range of communication in a network if there are
more edges which connect with it;

Assumption 3: It means the two nodes have a closer relationship if the edge between
them has a greater weight.

Together with the above three assumptions, we give the definition of in-weighted
degree D;, and out-weighted degree D,, of node p.

D"P:zw(vq’vp) ’ DOPZZCU(VP’V(J) ’ (€]

qeV qeV

where o(v,,v,) denotes the weight of the directed edge and <v,,v, >€ E denotes the

directed edge from g to p.
Therefore, directed weighted degree of node P is defined as:

DP = z(aDipq+lBD0pq)

o ' (%)
Where a, Pare the impact factors of in-degree and out-degree, 0<o<1, 0<p<l, and
o+pB=1.
For a community C; and a node p, the belonging degree B(p, C;) is defined as:
z (aDipq +IBD0pq)
B(p, C) — qeC; ] (6)
i Dp

3.2 Algorithm Description

Our algorithm consists of three main components: (1) detecting the initial community,
(2) adjusting the initial community and (3) expanding the initial community.

Initially, all nodes in the network are marked with label “F”.

Input: G (V, E), o, B

Output: C (Cy, Cy, Cj, ..., Cy)

Stepl: Detecting the initial community

A. Calculate the directed weighted degree D, for each node p with label “F”’;
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B. Select a node u with the largest directed weighted degree and find its neighbors
marked by label “F”’. These nodes compose an initial community C;;

Step2: Adjusting the initial community

A. For each node v in community C,, if the belonging degree B(v, C)) is less than
0.5(we don’t consider node v to be tight enough with community C; if the
belonging degree is less than 0.5), remove node v from community C;;

B. Repeat A until Vye C B(v, C)) is not less than 0.5, and obtain the initial

community C;;

Step3: Initial community extended

A. Find all neighbors N, of community C;. For every node v in N,, calculate the
belonging degree B(v, C));

B. For each node v in N,, if the belonging degree B(v, C;) is more than 0.5, add node
v into community Cj;

C. Repeat B until Vy e N, ., B(v, C;) <0.5, then obtain a final community and also be

denoted by community C; . Marking all nodes in C; with label “T”;
D. Return to stepl to mine the next community.

4 Algorithm Simulation and Analysis

4.1 Selection of Experimental Object and Parameters

(1) Experimental Object

The experimental data is collected from the blog site of Sciencenet
(http://www.sciencenet.cn/blog/). We obtain 4702 active users from Jan 2007 to Mar
2010 and about 135852 comments with our crawler program. The user information
includes user ID, name, blog links, reply time and etc.

(2) Algorithm Parameters

Based on the data collected, a directed and weighted network is built in which nodes
stand for active blog users and directed edges stand for the comments’ relationship. The
value of the edge weight is the number of comments.

Table 1. Matching ratio based on different parameters

Number A B Matching Number Matching Ratio
0.2 0.8 12 40%
0.1 0.9 12 40%
0 1 12 40%
0.3 0.7 14 46.70%
04 0.6 15 50%
30 0.5 05 16 53.30%
0.6 0.4 16 53.30%
0.7 0.3 16 53.30%
0.8 0.2 18 60%
1 0 18 60%

0.9 0.1 19 63.30%
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The experiment is implemented on Matlab 7.1. We use formula(5) to obtain our Top
30 Bloggers. To find out the optimal parameters, we obtain the matching ratio under
different parameters by comparing them with the official top 100 ranking of the
Sciencenet , as shown in Table 1.

As seen in Table 1, the matching ratio reaches 63.30%, the highest value, when
a,Pare set to 0.9 and 0.1. To validate our result, several more experiments are done with
greater amount of data e.g. Top 40, Top 50. The results are similar to Top 30.

4.2 Experimental Results and Analysis

(1) Experimental Implementation
The algorithm proposed in this paper is implemented by C++ programming language
running on a PC with a 2.9GHz processor and a 2.0GB memory.

The directed and weighted network built in 4.1(2) is used to evaluate the proposed
algorithm. As a result, eighteen main communities are detected without consideration
of several small communities.

(2)Comparative Experiments
Two sets of experiments are conducted in order to evaluate the algorithm proposed in
this paper.

Experiment 1: Taking standard structure entropy as a measure, detecting results based
on the proposed algorithm and Duanbing Chen’s[7] are compared.

In order to exclude the impact of the number of nodes, the network structure entropy
of Sciencenet is normalized, as shown in Fig. 1a. Based on the analysis in 4.1(2), the
parameters a, fare set to 0.9 and 0.1, respectively, in our algorithm. Since users in the
network interact infrequently in the first four months, community detection is
conducted from the 5th month in this paper. By removing several communities that
have less significant effect, the main communities are obtained. And the results based
on two different algorithms are shown in Fig. 1b.

o. —— —
o.as— ~ T— —— Standard Entropy =1
7 ——
ocat .~ —— a
ooy o i
iG] 5 ES) 25 ES) 55 “o
Month
[ Algorithm proposed I
Algorithm compared
: b

Al 11
o

g 7o s 20 25 El 55
nth

Fig. 1. Results based on different algorithms

As seen in Fig. 1a, the network structure tends to be stable after the 30th month. The
reason is that as the standard structure entropy has little fluctuation, the community
structure becomes stable. As shown in Fig. 1b, the community structure is more stable
while adopting the proposed algorithm, compared to Duanbing Chen’s. Thus the
proposed algorithm is more efficient.
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Experiment 2: Detecting results with different parameters are compared in order to
illustrate the rationality of parameters selected in 4.1(2). Here, three circumstances are
considered: 1) ais comparatively bigger than f3; 2) ais equal to ; 3) ais comparatively
smaller than [3. Since the second situation has been discussed in Experiment 1, only two
conditions need to be further explored. Hence, the parameters are set to 0=0.8, f=0.2
and 0=0.1, B=0.9, respectively. And the detecting results are shown in Fig. 2.
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Fig. 2. Results based on different parameters

As seen in Fig. 2, there are large fluctuations in community structure after the 30th
month while choosing the above two sets of parameters. This is not consistent with the
standard structure entropy. Meanwhile, experiments with other sets of parameters are
also conducted, and the results are similar as above. Therefore, the parameters selected
in 4.1(2) are reasonable.

5 Conclusion

Taking standard structure entropy as a measure, we propose a community detecting
algorithm in directed and weighted networks. It has the following advantages:

(1) It is applicable for detecting communities in weighted and directed networks for
considering the information of the directed edges.

(2) The detecting results are reasonable and meet standard structure entropy well, as
described in Experiment 1.

(3) When the network structure is stable at time 7 (Fig.1a the 30th month), if we need
to detect communities in the network after 7, then we can use the data gained at
time 7 (the 30th month). This greatly reduces the costs.

Currently, we only research community with the comment data. In fact, there are more
links such as links between message boards, friends and so on. It is expected to gain
more data to research community in the next step.
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Abstract. An innovative bacterial-foraging-based swarm intelligent algorithm
called bacterial foraging particle swarm optimization (BFPSO) is applied for
the design of fuzzy systems to balance the car-pole platform. The BFPSO is an
efficient evolutionary learning algorithm to deal with complex and global
optimization problems. The BFPSO combines the inspired behaviors of
bacterial foraging mode and the PSO learning stage to approximate the benefits
of fast convergence ability and lower computational load. This paper illustrates
the perfect BFPSO algorithm in detail with the simulation to automatically
select appropriate parameters of fuzzy systems. Computer simulation results on
the nonlinear control problems are derived to demonstrate the efficiency of
BFPSO.

Keywords: Fuzzy rule-based systems, bacterial foraging particle swarm
optimization, evolutionary learning algorithm.

1 Introduction

Fuzzy systems with the linguistic rules have been successfully known to put on many
complicated fields, such as high-dimensional functional approximation [1-3] and
nonlinear control [4] problems. In some case studies, there still have some difficulties
to generate appropriate fuzzy systems. One of the main problems in approaching the
better fuzzy systems is to acquire the suitable fuzzy rules and regulate the
membership functions shapes. In traditional search way, the fuzzy rules are
determined by the experience oriented way and membership functions are selected by
the trial-and-error procedure. The work in obtaining the above-mentioned terms is
time-consuming. There are two major approaches to develop the suitable parameters
of fuzzy systems. One approach implies that fuzzy rules are tuned by human experts.
However, these available fuzzy rules are too rough for complex and ill-defined
system. The other training procedure is that the desired fuzzy rules are often extracted
from input-output training-data pairs. Traditional trial-and-error and gradient-type
learning strategies are difficult for designers when solving nonlinear and complicated
problems. Thawonmas and Abe [5] developed a learning method to determine fuzzy
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rules from training data pairs, where the drawback is needed to resolve the
overlapping problem for accordance reason. Lin, et al. [6] developed a fuzzy
partitioning concept to configure the organization of fuzzy rule, but the difficulty is to
choose the location of cuts. Wong and Chen [7] developed a clustering algorithm to
set the initial architecture of fuzzy rules from input-output data. However, system
convergence is becoming a very slow cycle when the training data set is too large.
Therefore, these learning methods are not great for user to resolve the complex and
high-dimensional problems.

Particle swarm optimization (PSO) is first introduced by Eberhart and Kennedy in
1995 [8]. PSO presents an evolutionary computation and swarm intelligent technique,
which is inspired by social behavior of bird flocking or fish schooling. PSO learned
from the scenario and used it to solve the optimization problems. The computation of
this swarm learning is dependent on only two pieces of important information: every
particle’s best solution and the swarm’s best experience. Due to the simple learning
machine, PSO has a great probability to suddenly get the local optimal trap. Bacterial
foraging optimization (BFO) is first introduced by Passino in 2002 [9], it is a
probabilistic searching procedure by the natural behavior of the Escherichia coli. BFO
eliminate animals with great foraging strategies to successfully gain the desired target.
BFO mimics the biological motion of the E. coli bacteria, there are chemo taxis,
swarming, tumbling, reproduction, elimination and dispersal actions. But the
complexity of BFO forced researchers for its simplification and for faster
convergence. Therefore, BFPSO learning algorithm is integrated the benefits of the
BFO’s global search ability and the PSO’s fast convergence learning machine. The
BFPSO can be considered into a population-based learning cycle to solve the ill-
defined, nonlinear and complicated high dimensional optimization problems [10].In
the article, we propose a bacterial foraging particle swarm optimization (BFPSO)
algorithm to avoid the trial-and-error type trying way. It is an efficient fuzzy rule
tuning algorithm to self-generate the appropriate parameters of the fuzzy system. The
selected fuzzy systems with desired linguistic rules present a robust ability to achieve
a great control performance.

2 Architecture of Fuzzy System Designs

In the design of the organized fuzzy system, an n-inputs, single-output system is
proposed with the illustration of fuzzy rules. It can be displayed as follows:

R:IFXisME, THEN Yisy;, i=1,2.... M, (1)

where X = (X, X5 ... , X,) in the form of vector is to denoted as the input variable, and
M is the total number of fuzzy rules. The ME; denotes as a fuzzy set for the input
vector (X) in the premise part. Y is an output fuzzy number and y; means the real
values for the related i-th fuzzy rules in the consequent part. In this paper, the
definition of the fuzzy set is described by the membership function formulas:

2 2
zcil) +...+(Xn ;in) ).

il din

(Xl
ME;(X) = exp(—(

()]
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Where the set of (c;,Ci,....Cin) 1S the centered position value of the hyper-elliptic
function and (d;) denotes as the length of the j-th principal axis for the hyper-
ellipsoid. This can be considered that several hyper-elliptic membership functions are
distributed in an n-dimensional space. The consequent part (y;) is delivered as the real
value type to simplify the fuzzy system. The appropriate parameters set (a;, bjjand y; )
is required to be achieved by the novel BFPSO algorithm in this article.

In this study, an efficient weighted average defuzzifier is determined to convert the
fuzzy domain into a real output. While the firing value of the premise part in

the respective i-th rule is deserved, the actual fuzzy system output ( y ) can be
calculated by

m
2 ME;(X) ey,
i=1
y=t—. 3)
‘21 ME; (X)
1=

According to the above description, the contour of the membership function ME;(x)
which is regulated by the combination of fuzzy parameters {a;;, b;;, ap, bip, ... , ajp,
bin} and the real value of consequent parameter y; determine a fuzzy system. Thus,
different parameters set {c;, Cip, ... , Cin, di15 di2, ... din, ¥, 1 <1< m } decide different
fuzzy system with different performance setting. If there are m fuzzy rules to
construct, the m*(2n+l) parameters in this parameter set {a;;, ai, ... , an, bj1, b, ...
bin, Vi» 1<1<m } need to be determined for designing such fuzzy systems. This
searching problem is that the m fuzzy rules with n inputs are proposed in an n
dimensional space to choice the proper m hyper-ellipsoids functions.

In this paper, the parameters selection in approaching the appropriate fuzzy system
is formulated as a space search problem. The BFPSO-based learning algorithm is
applied to determine the proper parameter set R in searching space. It is discussed in
the following section.

3 Bacterial Foraging Particle Swarm Optimization Parameters
Learning Algorithm

Bacterial foraging particle swarm optimization leaning algorithm combined the
natural creature’s behavior of bacterial foraging optimization (BFO) and particle
swarm optimization (PSO) strategies. One of the main streams of PSO is to observe
how natural creatures act as a swarm and simulate the swarm intelligent behavior in a
computer computation. The PSO algorithm performs the heuristic exchange of their
own and other particle’s experiences which have been better so far to discover
superior offprint. In the learning cycle, each particle’s position value X and velocity
value Y are regulated by two best values Pbest_x and Gbest_x. Pbest_x is denoted as
the individual particle’s best solution (highest fitness) it has achieved so far. Gbest_x
is obtained by choosing the overall best value from all particles in populations. In this
basic PSO iteration learning step, the velocity of the particle is learned according to
the relative Pbest_x and Gbest_x values. The new velocity for each particle is updated
by the following equation [8]:
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Yo.d (k+1)= Yod (k)+0(1(k +1)(Pbest_xp’d (k +1)—xp,d (k)

4)
+ 0(2 (k +1)(Gbest _ Xpd (k+1)— Xpd (k))

where v, 4is the velocity of the pth particle in the dth dimension and its related pth
particle’s position in the dth dimension is X, 4. the p employs the particles number; k

denotes as the current state; k+1 represents the next time step, ¢, (k+1) and

a,(k +1) are random numbers in the interval between 0 and 1.

While the velocity of the particle is obtained, the particle’s location will be
modified at the next time step.

gk =x ) k) +v ) G+ D) )

The BFPSO is a learning algorithm based on the concepts of PSO and BFO to solve
the ill-defined and complicated problems. The BFO is a new type bionic algorithm; it
mimics the biological movement of the E. coli bacteria to advance the search ability.
BFO contains four sequence stages taxis, dispersal, reproduction and elimination to
extract the required optimal solution. Detail BFO algorithm is discussed in the
following descriptions:

3.1 Bacterium Taxis

Taxis behavior is a nature response, while the E. coli bacterium is stimulated by the
surroundings. E. coli bacterium can move in different two ways. One direction is
called the swimming state and the other is the tumbling cycle. In the swimming
procedure, the flagellum rotates counterclockwise so that it gives an opposite force to
the bacterium. This action will push the bacterium cell causing swimming. The
otherwise, the bacterium is no movement while it is in the state of tumbling cycle. It
is notes that the direction can be changed by the random selection. The movement of
the i-th bacterium after one step is represented by

Pi(f+1,g,u)=P*(f,g,u)+C(s)*V(f). 6)

Where P(f, g, u) denotes the location of s-th bacterium at f-th chemotactic step, g-th
reproductive and u-th elimination and dispersal step. C(s) is the length of unit walk. In
here, it is a const. V(f) means the direction angle of the f-th chemotactic step. It is
between in the range of [0,27] .

3.2 Swarm Dispersal

The Objective of the E. coli bacterium is to find the best solution. The cell-to-cell
signaling attraction is that bacterium can dispersal its own message to the others. Each
bacterium also releases a repellent function to signal others to be at a minimum
distance from it. Based on this behavior of swarm dispersal, the bacterium’s position
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can be approximated into the best one which contains the highest nutrient. The
formulas in the presentation of cell-to-cell signaling is present by

s s 4 2
Ja =P, P (f’g’u))= ~dastract PO grract 21 (popi - p)sc) ]
xX=

g s 2
* Myepeltent Pl repellent xél(popi —py) |l (7
Where q is the number of the bacterium. 4, ., and @, ., are the attract
coefficients. Otherwise, there are the selected drepe”em and B pellent repellent

coefficients. p_is the known best solutions in this learning cycle.

3.3 Reproduction and Elimination

Bacteria have the natural tendency to gather to the nutrient-rich areas by an activity
called chemotaxis. After chemotactic and dispersal steps, Reproduction and
elimination are taken to improve the total performance in the same swarm size. The
50% of the bacterium population size will be reproduced by means of the evaluated
fitness values. So that, the higher half of the bacteria are live and the others are died.
In conclusion, the health bacteria will be refilled into the swarm populations.
Therefore, the live bacteria may have the higher probability to stick around the initial
or local optima positions. The swarm dispersion operation takes place after a certain
number of reproduction and elimination. This process will prevent the local minima
trapping events. The proposed BFPSO learning algorithm is described in the
following steps:

BFPSO 1) Set the initial parameters. Number of bacteria, Number of input variable,
number of parameters, swinging unit length, number of chemotactic loop, number of
reproduction loop, random generation swarm position. Select the number of the fuzzy
rule and the PSO learning rate (c1, c2). Select the attract and repellent coefficients.

BFPSO02) Define the fitness function
F, = exp (-RMSE) ®)

Where the root mean square error (RMSE ) is calculated by

o % HE,(x(k))w,
RMSE = || —Y yd(k)—"=‘m7 C))
M= > HE,(x(k))

i=1
Where y* (k) means the k-th desired value which is selected from the input-output
data pairs. HE; is the i-th membership function. The desired objective is to approach

the minimal RMSE value. Therefore, the selected parameters are to achieve maximal
fitness value, which is defined by the following formula:
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MAX(F,) (10)

BFPSO3) Run the bacterium taxis learning loop based on the (6).
BFPSO04) Run the swarm dispersal cycle based on the (7).
BFPSOS) Select the personal best solution ( pBest ) by the following formula.

t+1 . t+1 t
1 Y, if F(Yp )ZF(pBestp)

Best = 11
b r Best' if F(YHI) F( B‘I) an
pBest, if » |J<F\pBest,

BFPSO06) Select the global best solution ( gBest ) by the following formula.

i+l pBest:'l if F( pBest;:l )ZF( gBestl )
gBest = ( 1 2)

gBestt if F( pBest;f] )<F( gBestr )

BFPSO7) Regulate the particle position by formulas (4) and (5)
BFPSO08) Repeat step2 to step7 until g=G.
BFPSO09) Select the best solution to generate the desired fuzzy system.

4 Illustrated Case Studies - Inverted Pendulum Balance Problem

The proposed BFPSO self-generation algorithm is proposed to balance the Inverted
Pendulum problems. The control objective is to produce an appropriate actuator force,
F, to control the motion of the cart such that the pole can be balanced in the vertical

position (0 =0). Let x,(t)=0 (angle of the pole with respect to the vertical axis) and
[ ]

X»(t)= 0 (angular velocity of the pole), then the inverted pendulum system state
equation can be described by [4]

X| =X, (13)
—F—m-loxgsin(xl)
. ge sin(xl) + cos(xl)(
x, = H(x{, X5, F) = m+M : (14)
2 | ) 2
4 mecos (xl)
Joe(———
3 m+M

where g (acceleration due to the gravity ) is 9.8 meter/sec’, m,. (mass of cart) is 1.0
kg, m (mass of pole) is 0.1 kg, 1 (half length of pole) is 0.5 meter, and F is the applied

force in Newtons. In this problem, there are two input variables x;=0 and x,=0, so
the fuzzy rules can be represented by
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RY: IF x=(6,0)is ME; THEN y is y;, i=1,2, ... ,m, (15)

and the hyper-ellipsoid type membership function in the designed fuzzy system can
be represented by

2 2
. O-a,)°  (0-a;5)
HE{(0 , 0)=exp(~(——1—) + ——>—)) (16)

bi1 bi

The designed fuzzy control system is given 5 fuzzy rules at the start, therefore, 25
parameters {aj;, ap; by, bp; y;, 1 <1 <5} are required to be efficiently chosen by the
BFPSO learning algorithm in the search space. It is assumed that no prior knowledge
from a human operator's experiment is required to make a good fuzzy rules in
balancing this Inverted Pendulum problems. The objective of this BFPSO learning
algorithm is to regulate the fuzzy system for controlling the Inverted Pendulum.
Therefore, the difference between the desired position and the actual target can be
achieved into the zero state. The goal of the BFPSO learning algorithm is to maximize
the fitness function value, i.e. minimize the RMSE. The initial conditions are set

0(r) =20 and 6(t) =0. Computer simulation results for PSO and PFPSO are illustrated

in Figure 1 and Figure 2, respectively. These simulations show the time response for
pole angle, angle velocity and input force from time =0 to time=10 sec. Performance
comparison of this best result is illustrated in Table 1. Computer simulations
demonstrate that the BFPSO learning method has a shorter rise time, smaller RMSE
values and almost the similar maximal overshoot than the PSO method.
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Fig. 1. Simulation results of the inverted pendulum balance problem by the PSO.
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Fig. 2. Simulation results of the inverted pendulum balance problem by the BFPSO.
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Table 1. Performance comparison in this illustrated example.

Rise Time Maximal Overshoot RMSE
PSO 1.63 0.0056 0.0454

BFPSO 0.110 0.015 0.0127

5 Conclusions

In this article, a set of hyper-ellipsoids membership functions are developed to define
the fuzzy partitions in the search space for building fuzzy rule of control systems. A
typical PSO and BFPSO tuning methods are proposed to efficiently tune the
parameters of the proposed fuzzy rule-based control system. The PSO and BFPSO
learning algorithms are applied to simultaneously tune the premise and consequent
parameters of the fuzzy rules for the appropriate control action. The nonlinear
Inverted Pendulum system is proposed to demonstrate the efficiency of the BFPSO
tuning method. In the illustrated example, it is shown that only five proper fuzzy rules
are enough to perform the desired task for balancing the pole angle by the BFPSO
tuning type. Simulation comparisons with PSO learning stratagem, the BFPSO
algorithm gets the better performance results.
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Abstract. The evolutionary particle swarm optimization (PSO) learning
algorithm with the image processing technology is proposed to efficiently
generate the fuzzy systems for achieving the control adaptability of the
embedded mobile robot. The omni-directional image model of the mobile robot
system is established to represent the entire tracking environment. The fuzzy
control rules are automatically extracted by the defined flexible fitness function
for multiple objectives in avoiding obstacles, selecting suitable fuzzy rules and
approaching toward the desired targets at the same time. The illustrated
examples with various initial positions and different blocks sizes are
demonstrated that the selected fuzzy rules can overcome the obstacles and
achieve the targets as soon as possible.

Keywords: Particle Swarm Optimization; Fuzzy Control Systems; Embedded
Mobile Robots.

1 Introduction

In the last few years, the improvement of computer engineering and image processing
devices were rapidly developed in several applications. The embedded system,
containing more comfortable operations, lower power consumption, smaller size and
higher portable ability, etc., are widely applied in human life applications Especially,
the embedded image mobile robot systems are usually developed by the embedded-
computer, vision-sensors, mechanism and other electrical elements. In real practical
engineering, the developed vision-based mobile robot systems with the identified
interesting objects in an unknown environment are successfully applied in several
application fields. The challenge in the design of the vision-based software is how to
recognize the anomalous behavior, extract inspected features, analysis the treated
patterns and start an appropriate control stratagem [5]. In the image processing
technology, there are two type image sensors to capture the view of the objects in
various environments. The omni-directional image sensor can snatch the pantoscopic
scene from the real environment. The advantage of the omni-directional mobile robots
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has the higher capabilities to move toward arbitrary way without turning the direction
of motor wheels. In the other consideration, it can nimbly attain any desired
orientation and position in the traveling line. Based on different dynamics training
models, there are more and more research to successfully applied in vision-based
robot systems applications [2, 4, 7].

Fuzzy systems first introduced by the Zadeh in 1965 [11] was known linguistic
rules and knowledge based machine. It is highly desirable to represent the human
thinking to utilize the knowledge in developing autonomous strategies of controlling
the mobile robots. Fuzzy system is applied successfully in many different fields,
especially in the application of complex modeling, tracking or control problems,
while it is very hard to present the mathematic model of robot system. This feature
demonstrates their navigating ability to efficiently approach the desired targets due to
the adaptable self-organized ability. Fuzzy logic is given a adaptable ability to solve
the mobile robot model map problem in the unknown environment [9, 10].

Even the practical mobile robot applications are efficiently developed by the fuzzy
systems [2-3, 8], there still have many problems in choosing perfect fuzzy rule base to
control the mobile robot. One of the main objectives in design the fuzzy systems are
acquiring the favorable parameters of the fuzzy rules. In the traditional generation of
fuzzy rules, it derived from expert’s experience. Otherwise, the parameters tuning is
gathered by the skilled operator by the trial-and-error operation. The above-mentioned
terms in obtaining the parameter value causes a time-consuming task. It can be
expected that fuzzy rules extraction form the high-dimensional search space is a
complicated but crucial procedure.

Eberhart and Kennedy initially introduced the PSO in 1995 [6], which is inspired
by the social behavior of bird flocking or fish schooling. This PSO learning algorithm
simulates natural creatures behave as a swarm and the individual particles are
attracted stochastically toward the positions of evaluated best performance. The
concept of the PSO learning stratagem is learning from the scenario of social behavior
to approach these global solutions for ill-defined, complicated and nonlinear
problems. The PSO has been well-known to solve many mobile robot control
problems [1-3]. To improve the training accuracy, the simple but efficient
evolutionary PSO is proposed in this article.

2 Mobile Robot Image Model Design

The evolutionary learning fuzzy mobile robot system is illustrated in Figure 1. Robot
platform includes with the motor driver and the mobile robot machine. Motor drive
can directly regulate the moving speed and rotating angle while receiving the control
signal for the fuzzy system. The omni-directional (OD) sensor image captures the
desired targets and obstacles scenes from the surrounding environment of mobile
robot. Based on the image transformation formulas, the identified patterns of targets
and obstacles are mapped into the x-y plane to development the image mathematical
kinematics model of mobile robot. The evolutional PSO algorithm with the defined
fitness function is evaluated and the desired fuzzy rules are achieved to control the
robot. The objective of the fitness function is to minimize the trace between the initial
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Fig. 1. Evolutionary Learning Mobile Robot Fuzzy Systems structure.

and targets robot positions, respectively. The trained fuzzy system by the evolutionary
learning scheme is highly performed to control the mobile robots.

In the image processing stage, the panoramic image is determined by the OD
sensor. In general, the captured image usually consists of red, green and blue (RGB)
color channels. The original R, G and B channel-values are the main color element to
represent the true color space. The HSV space, denoted as the hue, the hue and bright
values, is more perfected than that in RGB area in the other experiment results. In
HSV color space, H and S are determined to get the angle and length between these
interesting objects. The transformed HSV values are determined by the discussed
image objects. Their own colors for the destination and block tracking objects will be
identified by their (H, S) located position. In order to correctly rebuild the contour and
improve the image quality, the image morphology method is applied in this article.
Two fundamental operations, openings and closings, are delivered to eliminate the
small pellet and reconstruct the completed region in the discussed objects. The
erosion and dilation operation are used to reduce the affect of image flat zones. This
image procedure is determined to extract the narrow connection and clean small
outlier. The basic function of the closing operation is that it can join narrow broken
parts and collect thin gap area to mend the small holes in the bad image zone. In
addition, the small gap of the shape will be refilled out in this operation. The
destination and block size is available to determine after the one-opening-one-closing
image procedure is completed. It will be used to detect the required tracking location
with the proposed geometry pattern reorganization method.
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Based on the developed image processing stage as mentioned above, the
transformed locations information of mobile robot, destination and block in its

workspace are illustrated in Figure. 2. The location (X, y,), (X,,Yy,) and (X,,Y,)

are co-coordinates for the destination, block and robot, respectively. The robot
mathematic formulas is proposed by [3]

2 2
rd:\/(xd_xr) +(yd_yr) ey
2 2
rbz\/(xb_xr) +(yb_yr) )
~ ~ -1
X, Y
6, = cos dr _dr 3
ar| Yar
R = -1
X -
9b = cos abr Ear 4)
br 'Ybr
b =% -9 5)

Were 6 'l and Hb are denoted as the corresponding angle of the robot for the

destination and block in y-axis, respectively. ¥, and ¥, are the distances between
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robot and destination; robot and block, respectively. X dr and Y Ly are denoted as
vectors which is determined the distance from the robot to destinations with

respective to their x-axis and y-axis locations values, respectively. X br and Ybr are

also the vectors between the robot to blocks for the x-axis and y-axis, respectively .

Symbol | | means the vector length.
The close-loop contains three input variables ( r R 0 d—b) and two output
variables (8,,,V,, ) are applied to construct the fuzzy mobile robot system. Where 6,,

and Vv are the turn-rate in angle unit to the motor wheels driver and robot’s traveling
line-speed, respectively.

The mobile robot speed in the current time step k is denoted as viv and its turn-rate

angle is setting as 6’;}. While the mobile robot is derived at a very small increasing

time interval ( Ak ), the mobile robot will move by the (6) and (7) at next time step
(k+1).

x,’fﬂ = x],f +v§, o Ak 0005(9{3) (6)
VR 2 KK e Ak esin(ak ) )

Based on the equations (1)-(7), the whole mobile robot kinematics in the coordinate
x-y space is finished. The novel fuzzy system design by the evolutionary PSO
learning algorithm will be discussed in the next section.

3 Evolutionary Learning Fuzzy System Design

If variables (r 7T o d—b) considered as X= (X, Xy, ... , X,) is the input vector with a

whole n-dimensional pattern, which is regarded as the premise part of the fuzzy
inference system. The constructed fuzzy rules can be illustrated as follows:

RY:IF Xis HE, THEN Yisy,i=1,2,...,m, ®)

Where m is the total number of fuzzy rules and HE; is denoted as the symbol of fuzzy
membership function with respect to the input vector (X). The y; is denoted as the real
value in the consequent part. In this article, the definition of fuzzy membership
function is described by the following formula:

2
e L e L ©)

il b

HE, (X) = exp(—(
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This presentation shows that there are several hyper-ellipsoid type functions
combination search in the n-dimensional space. Where parameter set (a;;,ap,...,a;,) 1S
the center value and (by) is the length of the j-th principal axis of the hyper-ellipsoid,
respectively. The consequent part (y;) is simplified as a single real number.

In this study, the simple defuzzifier with the weighted average calculation is used
to convert the fuzzy area domain into a real value. While the firing strength from the
premise part of the i-th rule is deserved, the output value of fuzzy system (y°) can be
calculated by (10)

m
2 HE_ (v)* y;
R (10)
3. HE, (%)
i=1 !

According to the above description, the contour of the membership function HE;(X) is
to approach the better behavior of mobile robot. These (ajj, b;j and y;) parameters are
selected by the efficient PSO evolutionary algorithm from the amount of parameters
combination set to improve the performance of the mobile robot system.

The evolutionary PSO learning algorithm simulates the swarm behavior inside a
computer computation to yield the best of the characters among the comprehensive
old population. At each iteration step, Pbest is every particle’s best solution, which
has been achieved so far and Gbest is obtained by choosing the overall best value
from all particles of populations. The new velocity for each particle is updated by the
following formulas:

Vap (k+1) =TV (k)+ﬂ1 * rand( )*(pbestnp (k) -Y,; (k))

Y
+ Py % rand( )* (Gbestnp (k) ) (k))
Therefore, the new particle position will be regulated by
Vi (k+1)=Y,; (k)+v . (k+1) (12)

Here, n and p is denoted as the dimensional number and particle, respectively. k
employs current state, k+1 descript the next time step, B and S, are constant

learning rate by the designer.

The fitness function FIT(.) is defined by (13) to find the near optimal solutions in
the selection of the highest fitness value. When R; presents the parameter set of fuzzy
system, FIT(R)) is denoted as the evaluated fitness value with the input parameter R;.

RMSE
FIT(R;) = exp(~———) * OB (13)
5

Here RMSE means the mean square errors of the distance between the desired
destinations and the robot. The OB presents the robot state which is selected as 1
when the robot not collides with the block. Otherwise, OB is 0 when the robot
successfully goes through the obstacle from the tracking path. The goal of fitness
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function of PSO is derived to maximize the fitness function vale, i.e. minimize the
root mean square error (RMSE) and successfully reach the target. The evolutionary
PSO learning algorithm is represented to generate the fuzzy system. It is determined
as following steps:

Step 1) Give the maximal iteration number (G), and set initial generation g=0. Set the
fuzzy rules number and the PSO learning rate ( 5 , 5, ).Randomly construct

the initial system parameters.

Step 2) Based on (11)-(12) to determine the appropriate parameters of the fuzzy
system by the evolutionary PSO learning formulas.

Step 3) Gets the fitness value for each individual particle according to the evaluated
fitness function by (13).

Step 4) Compare each individual’s evaluation fitness value with the personal best
value (Pbest) to replace the new Pbest. The best evaluation value among the
Pbest is setting to Gbest.

Step 5) g=g+1.

Step 6) If g=G, then go to exit, otherwise go to step 2.

Step 7) Chooses final Gbest value to develop the desired fuzzy mobile robot system.

4 Illustrated Example and Conclusions

In this illustrated example, the developed fuzzy system is considered as an identifier
to describe the image feature of the mobile robot. The near-optimal parameters of
fuzzy system are automatically built by the evolutional PSO learning algorithm. The

PSO swarm sizes =30; generation=50 and 'Bl = ,6’2 =0.75. In this cased, the fuzzy

system is given 5 rules in the initial condition, then 30 particles are randomly
generated with the computer simulations.

In this example, the mobile robot is starting at (20, 20), the target location is to
approach toward (80, -60) and the block position is located at (50, -30) for the x-axis
and y-axis, respectively. It is note that the diameter of block is 20. Based on the
defined fitness function, the selected fuzzy system can drive the robot from the initial
position to the target in avoiding the obstacle. The near-optimal parameters in solving
this robot travel tracking problem is deserved in this training cycle. Simulation results
for this example are illustrated in Figure 3. In computer simulation results, Fig. 3(a)
and Fig. 3(b) are displayed in the line speed and the rotating angle of the mobile
robot, respectively. The best fitness value with respective to the generation number is
displayed in Fig. 3(c). This trace shows that the extracted robot fuzzy system is
containing the near best solutions with respective to the highest fitness value. In the
Fig. 3(d), it shows the simulation results of the mobile robot in dynamic environment.
From this simulation, mobile robot is gradually and smoothly moving into the target.
The selected fuzzy rules are both applied to achieve the target within a shorter time
and to avoid the obstacle.
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Abstract. This paper introduces radar waveform design for a low power
monostatic backscattering ionosonde. Bi-phase interpulse coded pulse train is
analyzed. The waveform can achieve high pulse compression gain, long
unambiguous range, highrange resolution and high Doppler resolution, and are
specially suitable for low power monostatic backscattering ionosonde.

1 Introduction

Using coding technique to realize extremely low-power HF vertical incidence
Ionosonde was reported by Barry [4], Reinisch et al. [5] [6], and Grubb et al. [7].
However, because of the much larger group range and loss of propagation, the
amplitude of oblique backscattering echo is about 60 dB weaker than the amplitude of
vertical incidence echo with the same transmitted power. Therefore, using lowpower
HF backscattering radar to obtain the observations with long ranges (several
kilometers) has rarely been reported. Wuhan Ionosphere Comprehensive Sounding
System (WICSS), a monostatic ionosonde, was successfully developed at Wuhan
University [8]. The most prominent characteristic of this ionosonde is its low power. It
can carry out backscattering sounding within 200-W transmitting power. WICSS
utilizes different bi-phase inter-pulse coded pulse trains in backscattering sounding.
These waveforms are specially suitable for low Doppler applications, such as
ionosphere sounding. By choosing the appropriate coding sequences, these kinds of
pulse compression radar waveforms can achieve high pulse compression gain with low
peak sidelobe level (PSL); by adopting the suitable timing, they can get long
unambiguous range and high-range resolution; and by using long coherent processing
interval (CPI), they can accomplish high Doppler resolution.

However, the timing of these waveforms require the coding sequences to have
”good” periodic autocorrelation function (PACF) performance, namely low PSL.
Maximum length sequences (m-sequences) [1] and Wolfmann-Goutelard sequences
(WG sequences) [2] [3] possess such ”good” PACF properties. In order to fulfill their
good PACF performance, the waveforms coded with these sequences should be

M. Zhu (Ed.): Electrical Engineering and Control, LNEE 98, pp. 37-i3.
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transmitted periodically and continuously. As a consequence, many oblique and
backscattering ionosondes adopt bistatic CW scheme to achieve the good PACF
property. But, in normal monostatic radar systems, CW waveform is not suitable
because the receiver is saturated by the nearby strong transmitted signals and cannot
receive echoes. WICSS successfully solves such problem by inter-pulse coded pulse
train waveforms [9].

Section 2 introduces the timing of the waveform. Section 3 analyzes the waveform
with Ambiguity Function (AF) [10]. In Section 4, backscattering ionograms obtained
from WICSS using the waveform are illustrated. Conclusions are given in Section 5.

2 The Timing of the Waveforms

Fig. 1 demonstrates the timing. U; (i=0,...L-1, L equals the length of the sequence)
represents the coding chips within one pulse. R,(i=0,N-1, N equals the number of the
range bins) denotes received echoes. T, denotes the pulse width (PW). T}, represent
pulse repetition period (PRP), T,, denotes the sequence repetition period and equals
LT,;. The coded pulses are transmitted with equal pulse interval, and the intervals
between two adjacent pulses are used for receiving. In real system, the first L-1 echoes
(S; to Si.;) of the first period should be abandoned, because they contain incomplete
range bin information. Useful echoes can be received from the second period [9].

Time il'J'.—Il ‘

-— T _l—--:

1gt trangeoivinge nerind L4 V% d tenmonniing
181 ranseemving penoed PRt T4 HE Vii

Fig. 1. Timing of bi-phase inter-pulse coded pulse train.

3 Waveform Analysis

The Ambiguity Function (AF) was introduced by Woodward (1953) [10] and is the
main tool in radar signal analysis. It represents the time response of a filter matched to a
given finite energy signal when the signal is received with a delay 7 and a Doppler shift
o relative to the nominal values (zeros) expected by the filter. The AF in this study is
defined by (1):

o0 .
— j * 2ot
|2t 0) | =], u@userne®™dt | @
where u(t) is the complex envelope of the signal.

To analyze the delay 7 and Dopplers v separately, onedimensional cuts can be
obtained from its two-dimensional AF. Taking the zero-Doppler cut along the delay
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axis, we get the autocorrelation function (ACF) of u(t). And taking the zero-delay cut
along the Doppler axis, we can get the Fourier transform of the magnitude squared of
u(t).

Bi-phase inter-pulse coded 15 bits m sequence (7,,=37,,T,,=45T,) is analyzed in this
section. In the simulation, this waveform is transmitted 2 times and 30 times separately.
We use Wave-A and Wave-B here for convenience (See Table. I).

Table 1. Waveform Parameters

Waveform Wave-A Wave-B
T, 1 1
T 3 3
T 45 45
Coding Sequence 15 bits m sequence 15 bits m sequence
Transmitted periods 2 30

(©)

) (e) ()

Fig. 2. (a) AF (Positive Doppler part), (b) AF cuts (Positive Doppler part), and (c) AF contour
map (central Positive Doppler part) of of Wave-A (with 2 periods ); (d) AF (Positive Doppler
part), (e) AF cuts (Positive Doppler part), and (f) AF contour map (central Positive Doppler part)
of of Wave-B (with 30 periods )

Fig. 2(a) ~ Fig. 2(c) show AF, one-dimensional AF cuts and AF contour of Wave-A
(the waveform with 2 periods). The upper panel of Fig. 2(b) shows the zero Doppler AF
cut (i.e. PACF) of Wave-A. The height of the main peak, i.e. L, determines pulse
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compression gain, which equals 15 in the simulation. For 511 bits m sequence, it can
reach 27 dB (10 log;o(511) dB), which is high enough for ionospheric backscattering
sounding with low transmitting power. The evenly distributed small pinnacles between
the peaks correspond to the PSL. The half-power width of the main peak, i.e. 7}, equals
the delay (range) resolution. Set 7, to 25.6 s, the delay (range) resolution equals 3.84
Km, which is precise enough for ionospheric backscattering sounding. The distance
between the main peak located at zero delay and peaks at 45 T, corresponds to the
unambiguous delay-detection-range (UDLDR), which equals 45 7, i.e. T,. Under the
condition of L=511,7,=25.6s,and T,; = 10 T, T,, equals 130.8 ms (511x10x25.6 s),
corresponds to a UDLDR of 19622 Km, which is long enough for the application. The
lower panel of Fig. 2(b) shows the Doppler characteristics of the waveform at zero
delay. The half-power width of the main Doppler peak, 1/(90 T,), i.e. 1/(2 T},) equals
the Doppler resolution. It corresponds to the reciprocal of the CPL. If 7, equals 130.8
ms and transmits the waveform 128 times, the Doppler resolution can reach 0.06 Hz
(1/(128x130.8 ms)), which is precise enough. In Fig. 2(c), the Doppler strips parallel to
the Delay axis at 2/(90 T,), 4/(90 T,), 6/(90 T,)... etc, correspond to 1/( T,2), 2/( T,2), 3/(
T,z)... etc. The distance between Delay axis and the first Doppler strip denotes
unambiguous Dopplerdetection-range (UDDR) of the waveform, i.e. 1/ T},. For T,
equals 130.8 ms, it gets to 7.6 Hz (1/(130.8 ms)), which is also suitable for ionospheric
backscattering sounding.

Fig. 2(d) ~ Fig. 2(f) show AF, one-dimensional AF cuts and AF contour of Wave-B
(the waveform with 30 periods). The upper panel of Fig. 2(e) shows the PACF of
waveform, which is 15 times longer than Wave-A in the upper panel of Fig. 2(b). The
lower panel of Fig. 2(e) shows the Doppler characteristics of the waveform at zero
delay. Since the two waveforms have the same timing formats, their Doppler
characteristics are alike [11]. Wave-B’s Doppler resolution equals 1/(13507),), i.e. also
the reciprocal of the total CPI. Fig. 2(f) is the contour map of Wave-B’s AF. Similar to
Wave-A, the Doppler strips parallel to the Delay axis at 30/(13507,), 60/(13507,),
90/(1350T,,)... etc, correspond to 1/(Tz), 2/(T)z), 3/(T,2)... etc. But Wave-B has thinner
strips (better Doppler resolution) than Wave-A ,because of its longer CPI (30 vs 2). The
unambiguous Dopplerdetection-range of Wave-B is also 1/ T},.

4 Open Loop Experiments

4.1 WICSS’s Specifications

The experimental platform is WICSS, which utilizes a pair of log-periodic antennas in
oblique backscattering sounding. WICSS’s major system parameters are listed below:

Power of transmission
2 0 0 w ( t y p i c a l )
Operating frequency range
2 - 3 0 M H z
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Chip width

2 5 . 6 s ( m i n i m u m )
Receiver bandwidth

3 9 . 0 6 2 5 k H z
Receiver senmnsitivity -153 dBm/Hz
Sounding range 3.84~3000 Km
Radial resolution 3.84 km (minimum)
Waveform bi-phase coded inter-pulse and intra-pulse
Sounding mode Fixed-frequency/ swept-frequency

WICSS is located at Wuhan University, Wuhan, Hubei Province, China (30.35 °N,
114.33 °E).

4.2 Backscattering Ionograms

In the experiment, major waveform parameters are: L =511,7,=25.6s,and 7,, =10 T, ,
and T, = 130.8 ms. The corresponding waveform abilities are: 27 dB pulse compression
gain, 3.84 Km range resolution, 19622 Km UDLDR, 0.06 Hz Doppler resolution, and 7.6
Hz UDDR. 64 pulse trains are sent continuously with 200 W peak power.

Fig. 3(a) ~ Fig. 3(e) are original backscattering ionograms. Fig. 3(a) is a fixed
frequency sounding ionogram at 10.4 MHz. Vertical-Incidence echo at about 500 km
and backscattering echoes from 600 km to 1700 km can clearly be seen. Echoes
obtained from different group ranges have different Doppler frequencies.

In Fig. 3(b), a fixed frequency sounding ionogram at 15.8 MHz is shown.
Backscattering echoes from 1300 km to 2000 km are clear. Echoes obtained from short
group ranges (1300 km to 1400 km) have larger Doppler frequencies than echoes
obtained from long group ranges (1500 km to 2000 km).

Fig. 3(c) is a fixed frequency sounding ionogram at 18.4 MHz. Backscattering
echoes from 1100 km to 1900 km are clear. Echoes obtained from short group ranges
(1100 km to 1300 km) have larger Doppler frequencies than echoes obtained from long
group ranges (1400 km to 1900 km).

In Fig. 3(d), a fixed frequency sounding ionogram at 20.4 MHz is depicted.
Backscattering echoes from 1300 km to 2400 km are clear. Echoes obtained from all
the group ranges have similar Doppler frequency (-0.2 Hz to -0.1 Hz).

Fig. 3(e) is a swept frequency sounding ionogram of 6~30 MHz frequency range and
200KHz frequency step (Fig. 3(a) ~ Fig. 3(d) are taken out form Fig. 3(e)). The
ionogram clearly depicts the distribution of backscattered power as a function of group
range and frequency in the range of 2500 km. The evenly distributed blank strips are
dead zones [9] under suchwaveform. The growing leading edge of the ionogram with
frequency is typical of F-layer propagation.
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Fig. 3. Oblique backscatter ionogram of WICSS. (a) Fixed frequency sounding at 10.4 MHz. (b)
Fixed frequency sounding at 15.8 MHz. (c¢) Fixed frequency sounding at 18.4 MHz. (d) Fixed
frequency sounding at 20.4 MHz. (e) Swept frequency sounding, 6 30 MHz, 200KHz step,
started at 14:21 L.T., ended at 14:36 L.T., 27 December 2009. The colorbar represents SNR (dB)
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5 Conclusion

Bi-phase inter-pulse coded pulse trains can achieve high pulse compression gain, long
unambiguous range, high-range resolution and high Doppler resolution, and are
specially suitable for low power monostatic backscattering ionosonde.
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Abstract. The paper firstly analyzes the channel characteristic of the smart
antennas systems based on spatial channel model(SCM), which includes the
time-correlated feature, frequency-correlated feature, spatial-correlated feature
and its corresponding spectral features for Suburban Macro, Urban Macro and
Urban Micro. Furthermore we study the fading depth of it. At last, considerable
simulations are utilized to verify and compare their features in different
communication scenarios.

Keywords: smart antenna, channel characteristic, fading depth.

1 Introduction

In order to improve system capacity and the link quality, smart antenna technology was
introduced into the Base Station (BS). Due to the complex scattering environment around
BS, the elements of the antenna array are in different spatial position and experience the
different fading, which led to space selective fading, the wireless communication channel
model must contain spatial factor except for time and frequency information. Up to now,
many channel models are proposed about smart antenna system, such as Lee Model [1],
Discrete Uniform Distribution Model [2], Time Varying Vector Channel Model [3] and
so on, but these channel models are base on certain assumption. Lee Model assumed that
scatters were uniform distribution in circumference. Discrete Uniform Distribution
Model assumed the angle of arrival was uniform distribution. Time Varying Vector
Channel Model assumed the signal energy was Rayleigh fading. Therefore, these channel
models can not reflect the real channel environment.

Based on a large number of measured data, 3GPP proposed a channel model [4]
named spatial channel model (SCM). SCM utilize the temporal and spatial parameters
obtained. In this paper, we analyze channel characteristics of the SCM, such as spatial
characteristics, time domain characteristics, frequency domain characteristics and
fading depth) for smart antenna system in different scenarios [4], and also we use
numerical simulation tools to verify them.

M. Zhu (Ed.): Electrical Engineering and Control, LNEE 98, pp. 45-52.
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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2 Smart Antenna System Based on 3GPP SCM

Figure 1 shows BS part of the smart antenna system, which is assumed as an S-
element uniform linear antenna array. From the figure, antenna O is a reference
antenna. The distance between neighboring antenna elements is d and direction of
arrival of the signal is @ . The Mobile Station (MS) has a single antenna element, and

the transmitted signal from it is represented bys(t) . In a typical wireless scenario,

the transmitted signal generally experiences the multipath fading. If let the vector

channel response h(T,t)=ZZla(9,)a.(t)J(T—Ti) ,and X(t) denote the

i i

received signal, we have the following [5]:

x(t)=s(r)*h(z,1) .
=" a(8,)a,(1)s(t~7) (1) .
where L,a(@l.) ,0.,7, ,al.(t) and n(t) denote the number of the path, steering

vector , angle of arrival is, the delay of ith path, complex amplitude of the channel and
the noise vector at receiver. The a(é’i) and n (t) can be further written as

a(ej):|:]’ef2/zrlcos5’;/J,"”,e./'ZIZ(S—l)dcosH,/j,:|T’ n(t)=[nl (1)ons (Yo (t)]T.

A
Y-axis

Signal

Signal
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factor
=

Fig. 1. Smart Antenna System

3 Theoretical Analysis about Channel Characteristics of Smart
Antenna System

The superimposition of different multipath delay signals will bring about frequency
selective fading, the movement of MS will bring about time selective fading and the
different fading of elements at different spatial position will bring about spatial
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selective fading. The depth of channel fading will decide the launch approach of
smart antenna.

According to the description of 3GPP TR 25.996, the nth multipath channel
coefficient corresponding to antenna s can be given by

G (en.m,AaA ) exp(j[de sin (ax,m.AaA ) + O J) X

[ 2
hS,n (t) = %i GMS (gn,m,AaD) X ( )
m=1
exp(ijv cos(ﬁn_m‘A”A - Hv)t)

Where Pn O-SF M d ¢ 9’1,m,A0D Htl,m,AnA GBS (en,m,AuD ) GMS (Hn,m,AoA )

"V" and @, respectively denote the power of the nth path, the lognormal shadow

fading, the number of sub-paths for per-path, the distance in meters from BS antenna
element s from the reference (s = 0) antenna, the angle of departure (AOD)for the mth
sub-path of the nth path, the AOA for the mth sub-path of the nth path, BS antenna
gain, MS antenna gain, the magnitude of the MS velocity vector and the angle of the
MS velocity vector.

In order to analysis the channel space-time autocorrelation function easily,

generally assume Gy, (QLm’AOD) = GMS(Hn’m,AOA) =1, so the space-time

autocorrelation function is given by:

hy o (1), (147)

O, O.
By By

p(Ad,,7)=E

3)

where E {*} is statistical average, 0, =0,
o .

=,/P, is standard deviation of

hy , (1) and h , (t). Substituting &, (#)into the equation (3), we have

(8d,.)=-% exp( [ ad, sin(6,) @
P ek eos (0. -0)7)

where Ad = ‘ds] - a's2 ‘ is the distance between BS antenna elements.

Through the above formulas we know that channel space correlation and time
correlation are mutual correlated, for simplicity, we analyze channel space correlation
without considering the influence of time correlation.

(1) Spatial Characteristics

The correlation distance is an important parameter to describe channel spatial
characteristics. It can be obtained from spatial correlation function (SCF) and limit the
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interval of antenna array. SCF is related to the wave number spectrum through a
Fourier transform [6]. Assuming 7 =0, SCF is given by:

p(AdS):%iexp(j[kAds sin(Hn’m’AgA)]) 6))
m=1

Channel correlation distance D, is Ad when p(Ad)=0.5. Channel wave number

spectrum can be given by following,

S(k)= [ p(Ad,)exp(-jkAd,)Ad, (©6)

(2) Time Characteristics

Correlation time describes how fast channel varies. Within the correlation time,
channel can be assumed as constant. Time correlation function (TCF) is related to the

Doppler power spectral through a Fourier transform [6]. Assuming Ad =0, TCF is
given by:

1 M
p (T) - ﬁ z Y (_]k ||V|| Cos(en,m,AoA - 0” )T) (7)
i=l

Channel correlation time 7 is 7 ,when p(T ) =0.5. Doppler power spectral of the
channel is given by:

S(@)= [ p(r)exp(~jori)dar ®)

(3) Frequency Characteristics

Correlation bandwidth will limit the bandwidth of transmit signal. Frequency
correlation function (FCF) is related to the power delay profile through a Fourier
transform [6]. Since the model is using only specula components, FCF is given by the
sum equation [7]:

p(AF)=> P exp(—j2xr,Af )/ D P, 9)

where P is the power and 7, is the delay of the nth path, Af is the frequency
different. Channel correlation bandwidth F, is Af ,when p(Af) =0.5. Channel

power delay profile is given by:

S(7)= [ p(AF )exp(jkAf)Af (10)
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(4) Fading Depth

The amplitude or power of signal is rapid change, in order to study transient change
of signal; we introduced the fading depth, which can be given by [8].

o =elu (11)

fading

where f/is the mean of channel coefficients A, (t) of nth path £ is the standard

deviation of channel coefficients &, (t) of nth path.

4 Computer Simulation and Analysis

In this section, the channel characteristic is verified by simulations for the uplink of
the antenna system. In the simulation, a uniform linear antenna (ULA) with 8-element
is considered with carrier frequency 2GHz. For the purpose of comparison, we use the
carrier wavelength A as the normalized distance.

(1) Simulation of Spatial Correlation

Space correlation under three different communication scenarios of smart antenna
system is shown in Figure 2. The result show that channel space correlation reduces
with the distance increasing of antenna elements. Furthermore, we find that the
channel space correlation of Suburban Macro and Urban Macro is stronger than the
Urban Micro. The correlation distance of Suburban Macro and Urban Macro are
59 A and the Urban Micro’s is 25 A . For Urban Macro, we simulate space correlation
corresponding to different AOA, as shown in Figure 3. The result show that if the
AOA is closer to the normal direction (AOA=90 degree) of the antenna, the channel
spatial correlation is stronger. Figure 4 show the wave number spectrum of Urban

Macro.
e
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Fig. 2. Spatial Correlation Corresponding to Fig. 3. Spatial Correlation Corresponding to
Different Scenarios. Different AOA.
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(2) Simulation of Time Correlation

For simulation of time correlation, we only consider the Urban Macro. We show that
the characteristic of time correlation of the channel will reduce with normalize time
increasing. In addition, the characteristic of time correlation will reduce
correspondingly with mobile speed increasing. From the Fig 5, correlation time is
0.25T, 0.55T and 1.1T when velocity is 20 m/s, 10m/s and 5m/s, where the T denotes
the carrier cycle.

04

éﬁ; — & -v=10m/s
ua} 09h 5 correlation time(v=20m/s) —+ mv=20m/s 1
. " y — *+ -v=5m/s
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05t 2 o+ '
s Oosfll %
@ 5 10 %
04 8 Y
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£ \ I
03 F 04 iy correlation time(v=5m/s) i
02 J&
osl | % ]
LA 1 | s
J |"| ./Wl'\..f’r'.-“*l‘.‘ 02 |
P I Vo A S T
% W 5 0 5 0 5§ W 15 X X 01 .
Wt Humbirfk) o 1 2 3 4 5 6 7
Time(T)

Fig. 4. Wave Number Spectrum of Urban Fig. 5. Time Correlation Corresponding to
Macro. Different Velocity.

For Urban Macro, we simulate the Doppler Power Spectral corresponding to
different Angle Spread as shown in Fig 6 and Fig 7. From them, the Doppler Power
Spectra is close to Classical Power Spectrum [9] for angle spread (AS) is 35 Degree,
but when AS is 2 Degree, it is close to Gaussian one.

Zns ‘ 1 Fos [

03 | 1 o4
02 I| ! 1 0z
[\ W
s ‘_/f ll'\)[ '\_‘ _ ] . ] L
I aw sw 20 a® 0 0 A0 30 AW S o =0 @m0 Wm0 @0 a0 @0 =0
FraguencyHz) Fraguency(Hz)
Fig. 6. Doppler Power Spectral (AS=35°) Fig. 7. Doppler Power Spectral(AS=2°)

(3) Simulation of Frequency Correlation

Fig 8 simulates the frequency correlation in Suburban Macro, Urban Macro and
Urban Micro scenarios. Correlation bandwidths of Suburban Macro, Urban Macro
and Urban Micro are 2.1MHz, 0.3MHz and 0.75MHz. Fig 9 simulate channel
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Frequency Correlation of Suburban Macro scenario corresponding to different
average delay. Figure 10 show Power Delay Profile of Suburban Macro scenario,

generally, it obey exponential distribution.

—o6— suburban macro
0.9 —+— urban micro
—+— urban macro
0.8 correlation bandwidth(urban macro)
0.7
correlation bandwidth(urban micro)
06
|Lcorelation bandwidih(suburban macro)
0.5 .

Frequency Correlation

[ 1 2 3 4 5 6 7 8 9 10
Frequency(Hz) x10°

Fraquency(Hz)

Fig. 8. Frequency Correlation Corresponding to Fig. 9. Frequency Correlation Corresponding

Different Scenarios.
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Fig. 10. Power Delay Profile of Suburban
Macro Scenario.

(4) Simulation of Fading Depth

to Different Average Delay.
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Fig. 11. Fading Depth Corresponding to
Different Scenarios.

Assuming the MS velocity is 10 m/s, the distance of antenna elements is 0.5 4 .We
simulate the fading depth corresponding to different communication scenarios. The
result show that the fading depth is random variation and the value of fading depth of
Urban Micro is greater than Suburban Macro and Urban Macro.

5 Conclusion

In the paper we analyze the spatial correlation, time correlation, frequency correlation
and fading depth of wireless communication channel which is described in 3GPP TR
25.996. By computer simulation, we verify its time-correlated feature, frequency-
correlated feature, spatial-correlated feature for Suburban Macro, Urban Macro and
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Urban Micro and obtain its correlation time, correlation bandwidth and correlation
distance. Also we get the random characteristic of the fading depth.
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Knowledge Reduction of Numerical Value Information
System Based on Neighborhood Granulation

Yu Hua
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Business college of Shanxi University,
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Abstract. Numerical value information systems have a wide application in our
living. This paper, based on neighborhood granulation, presented distributing
reduction, assigned reduction and rules reduction in numerical value
information systems, and gave the concepts of approximate classified precision
in neighborhood relation. Finally, obtaining methods of decision-making
regularity were described by interzone form, and this is Pawlak’s
popularization.

Keywords: neighborhood; numerical value information systems; knowledge
reduction.

1 Introduction

Early in 1980s, professor Z.Pawlak, a Poland scientist, presented the theory of rough
set, and granulated field theory to equivalent class by equivalent relation, as a kind of
basic information particle. The concept of fluctuation approximation was given. This
was data analysis tool of dealing fuzzy and uncertain knowledge, and was applied in
several ways such as decision-making and analysis, mode identification, machine
study and knowledge discovery.

In reference [1], T.Y.Lin presented that neighborhood was the expression of
granulated computation, which was an extension of the theory of rough set. In
reference [2],Y.Y.Yao mainly discussed the basic question of granular computing and
the construction of granular computing. Granular computing was a generalized model,
mainly applied in data mining, knowledge discovery, computing with words and
theory of quotient space.

As an computation of numerical value information granulation, this paper used the
method of neighborhood granulation to construct neighborhood of point in the space,
and divided numerical value information systems by regions. In addition, distributing
reduction and regularity reduction were presented, and the formalized expressions of
decision-making regular were given. Finally, the feasibility of this method was
analyzed and experimented by simple example[3-7].

M. Zhu (Ed.): Electrical Engineering and Control, LNEE 98, pp. 53-5(.
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2 Basic Concept of Neighborhood Granulation

2.1 Neighborhood Granulation

Definition 1. S = (U, A,V, f) is supposed as numerical value information system.

U is non-empty finite set of object. A is a finite set of attribute, which is made of
conditional attribute set C and decision-making attribute set D . C and D are

satisfied CUD=A,C( D= . For each a€A, f:U—V,_, there into
V., V., =[0,1] is valued region of f in a, . For Vx,€ U , neighborhood
information particle of X, in A is defined as:

5A(xi)={xj|xj€U,A(xi,xj)S§} , there into,

Alx.x )= Jilf(x. a)— F(x.a)l a e A is Euclidean distance formula.

Definition 2. S = (U, A,V, f) is supposed as numerical value information system.

U is non-empty finite set of object. For A:U XU — U, the character below is
satisfied as:

I Vx,x,eU , Alx,x;)20 , A(x,x;)=0 only when
Va e A, f(x,a)=f(x;,q);

2 Alx,x)=Ax,x;);

3 Vx,x,elU, Alx,x;)=A(x;,x);

4 Vx,x,x €U, Ax,x)<Ax,x,)+A(x;,x,)

The character below is obtained by definition 1 and definition 2:

1 x,€0(x,):
2 xl.eé(xj)@xje&xi);
3 U = U §(x;)°

i=1
That is, neighborhood information particles constructed the coverage of U , not the
partition.

2.2 Neighborhood Numerical Value Information Systems

Definition 3. S = (U, A,V, f) is supposed as numerical value information system.

U is non-empty finite set of object. A is a finite set of attribute, which is made of
conditional attribute set C and decision-making attribute set D . C and D are
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satisfied CUD=A,CN D=3, For each a,€A, f:U—>V,_, there into
V. V,=[0,1] isvalued regionof f in @, .The relationship is defined:

R, ={(x,y)e UXU | A(x,y) < 6},80 §,(x)={xlxeU,(x,y)e R}

there into, B C A generates R, the equivalent relationship R,, is obtained from
D,U/R,={D,,D,,--,D,}, note:

10,0840 1 1y (X) ={D(D, 1 5,(x)| j<r),
16, (x)I

A0 ={D,1D;N8,(x) 2D, j<r},
¥4 (X)={D,, | D(D,, 1 8,(x)) = max D(D, / §,(x)), j < r}
my (x) =max D(D, / §,(x)) = D(D,, / §,(x))

D(D,/8,(x)) =

C,(D)={xlxeU,DcU/R,,y,(x)=D}

q5(D;) =min{m,(x)l xe Cyx(D,)}

Theorem 1 S =(U,A,V, f) is supposed as numerical value information system, let
C={C,(D)IC,(D)#D,DcU/R,}, so C composes one partition of

information systems U .
Prove:

(1) First, we prove C, (D) C4(D )=

Reduction to absurdity: we suppose there are different D,D U /R > and
CB(D)ﬂCB(D') #(J, then dx, € U can get x,€ C,(D) and x, € CB(D') )
So ¥z(x,)=D= D , but it is contradiction. Thus, C,(D)NC, (D)=D.

(2) Second, we prove U{C,(D)}=U . In fact, {C,(D)}c U is obviously
right. In addition, for Vxe U , we suppose ¥,(x) =D, then x€ C,(D), that is
U cU{C,(D)} canbe obtained. Thus, H{C,(D)}=U .

From theorem 1, we can divide U to C={G,C,--,C} t4C(D)| DcUIR,
Therefore, we can get the decision-making regular C = Dj , there into,
C,=Cy(D,)#<D j<t. We note q5z(D;)=min{m,(x)lxe Cy(D),)} is
the reliability of decision-making regular.

Definition 4. S = (U, A,V, f) is supposed as numerical value information system,

then lower approximation and upper approximation of neighborhood fuzzy set are
defined as:

RX ={x,1xeU,8(x)C X}.RX ={x, | x. € U,8(x)N X =D}
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The set bn(X)= RX —RX is entitled approximate boundary of X ;
pos(X)=RX is entitled positive region of X ; neg(X)=U —RX is entitled
negative region of X . Obviously, RX = bn(X)U pos(X).

RX is the biggest merging set of neighborhood information particles which surely

belong to X , RX is the smallest merging set of neighborhood information particles
which possibly belong to X , bn(X ) is the set of neighborhood information particles
which neither surely belong to X nor surely belong to~ X , neg(X)is the set of

neighborhood information particles which don’t belong to X affirmatively.

Definition 5. S = (U, A,V, f) is supposed as numerical value information system.

U is non-empty finite set of object. A is a finite set of attribute, which is made of
conditional attribute set C and decision-making attribute set D . C and D are
satisfied CUD=A,C(1D = . The decision-making attribute set D divides

U to n equivalence classes D,,D,,---,D  The lower approximation and upper

approximation of decision-making attribute set DD about B C A are defined as:
R,(D)=|JR,(D,) R,(D)=|JR,(D,) thereinto,
_ =1 i=1

Ry(D)={(x16,(x)=D.x.eU}.R,(D)={x18,(x)N\D, =D, x, € U}

Therefore, the approximate precision of decision-making classification is defined as:

IR, (D)
o = =—-"71
IR, (D)
And the approximate classified quality of decision-making classification is defined as:
[Ry(D)1
U

The approximate classified precision describes the percentage of correct decision-
making in possible decision-making, and the approximate classified quality indicates
the percentage of dividing into decision-making class correctly.

3 The Rules Reduction of Numerical Value Information System

Definition 6. S = (U, A,V, f) is supposed as numerical value information system.
The threshold ¢ >0 is given, for BC A :

(1) If for any xe U , fz(x)=,(x) can be right, then it is noted that B is
O distributing harmonic set of S . If B is the biggest O distributing harmonic set



Knowledge Reduction of Numerical Value Information System 57

of S, and 4, (x)# #,(x) can be right for any real subset B C B, then Bis

0 distributing reduction of S .
(2) If for any xe U , ¥,(x)=7,(x) can be right, then it is noted that B is the

biggest O distributing harmonic set of S . If B is the biggest ¢ distributing harmonic
setof ', and ¥, (x) # ¥, (x) can be right for any real subset B C B, then Bis the

biggest O distributing reduction of S .
(3) If for any xe U , A,(x)=A,(x) can be right, then it is noted that B is
O assigned harmonic set of S . If B is the biggest O distributing harmonic set of S ,
and /13, (x) # A, (x) can be right for any real subset B C B, then Bis O assigned
reduction of S .

The distributing harmonic set is attribute set of keeping subjection degree of object
neighborhood particles unchangeable in every decision classes However, the biggest

distributing harmonic set keep the biggest distributing decision classes of every
neighborhood particle unchangeable.

Definition 7. S = (U, A,V, f) is supposed as numerical value information system.
The threshold ¢ >0 is given, for BC A :
() If C, =C,, then it is noted that Bis & rules harmonic set of S . If B is rules

harmonic set of S , and CB, # C, can be right for any real subset B 'C B, then Bis

rules reduction of .S .

(2) If Bis rules harmonic set of S, and g, =g, then it is noted that B is precise

rules harmonic set of S . If B is precise rules harmonic set of S , and 4, #q, can

be right for any real subset B C B, then B is precise rules reduction of S .

The rules harmonic set is that the regular of attribute set B is the same with the

proposition regular of A . The precise rules harmonic set is that B and A have the
same proposition regular, and the same reliability.

Theorem2 S = (U, A,V, f) is supposed as numerical value information system;
(1) If Bis O distributing harmonic set of S , then B is surely rules precise harmonic
setof S .

(2) If B is the biggest O distributing harmonic set of S , then B is surely rules

harmonic set of S .
Prove:

(DIf Bis O distributing harmonic set of S, then 1, (x)=p,(x) for Vxe U .
That is D(D,/6,(x))=D(D;/8,(x)) for Vj<r , so y,(x)=y,(x) .
Moreover, for VDj cU/R,,
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C,(D))=(xlxeU.7,(x)=D,} = (xIxeU.7,(x)=D,} =C,(D))
Therefore, C, =C, .

In addition, g,(D;)=min{my,(x)| xe Cy(D,)}

= min max (D, /5,(x))= ml(n)maxD(D 16,(x))

eCy(D)) jr

=min{m,(x)lxe C,(D;)} =q,(D,)

Thatis g, =g, ,so B is rules precise harmonic set of S .

(QIf B is the biggest J distributing harmonic set of S, then ¥,(x) =¥, (x) for
Vx e U . Therefore for VDj cU/R,,

C,(D)={xxe U, 3,(9=D,} ={xlxeU,,(9=D} =C,(D,) C,=C,

So B is rules harmonic set of S .
Definition 6 and Definition 7 put forward some methods of getting reduction. From
theorem 1, C; = D, ( g4(D;)) . Usually we get condition attribute value as

antecedent of regular, and get decision-making attribute value as consequent of
regular, and note the average value of all attribute as the criterion,

o >
Z,(D;)=(a/,aj,",a,) . There into, a} _x6®)
1C, (D))

In this way, the regular C,=D; ( ¢gz(D;) )converts to
Z,(D;)= Dk\E/Dj(d,k) (gz(D;)) .

If a/ = max a,{ (p<m) forany i,j thenlet h/ =a’, otherwise let

B a/ +min{a} la} >a/}
" 2
If ¢/ =mina’ (p<m) forany i, thenlet ll:i = alzj , otherwise let

. a/ + max{af laf <a/}
l 2
In this way, the interzone decision-making rules can be obtained:

W, ke k) = v (d k) ¢ q5(D;))

4 Analysis of the Example

A numerical value information system is given.
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Table 1. A numerical value information system

U al a2 d
X1 0 0 1
X2 0.2 0 1
X3 0.4 1 2
X4 0.6 1 2
X5 0.6 1 3
X6 1 0 3

d divides U to U/R,={D,D,,D,} , there into D, ={x,x,}
D, ={x,,x,} D, ={x;,x} let. 0=0.3, then o(x) ={x,x,}

3(x,) = {x,,x,} O(x;) = {x;, %, %5} O(x,) =1{x;,x,, x5}
0(xy) ={x;,x,,x5} 5(x6):{x6} . It’s easy to calculate that
1) =(1,0,0) () =(1,0,00  p,(x)=(0,2/3,1/3)

fy(r) = (0.2/3,173) 1, (6)=(0.2/31/3)  1,(x,) =(0,0,1)
) =D} A4(6) =D} A4,()=(D,.D,]

A ={D,yDy) Ay () =Dy D) A (x) = (D)

7)=(D,) 7,()=(D} ¥,(x)={D,)

7,(x)={D,} 7,(x5)={D,} 7,(x)={D;}

Therefore,

D ={D} C =C,D)={x,x,} q,(D)=1

D,={D,} C,=C,(D,)={x;,x,,x} q,(D,)=2/3

D, ={D;} C,=C,(Dy)={x} ¢q,(D;)=1

For other p c v /&, > C,(D)=D is existing. As the same theorem, if let
B={a} ,
then f4;(x,)=(1,0,0) 4,(x,)=(2/3,1/3,0) u,(x;)=(01/4,2/4,1/4)
1,5 =(0.2/3,1/3) 1,(5)=(0,2/3,1/3)  41,(x,)=(0,0,1
M) =D} A(x)=(D,Dy} Ay(x)={D,,D,,D,)

(i) =Dy D) Ay(i)={D,, Dy} Ay(x) = (D)

Vs(x)={D} ¥ (x)={D;} 7,(x)={D,}

Vs(x) ={D,}  ¥s(x)={D,} 7,(x)={D;}

Moreover,

D ={D)} C =C,(D)={x,x,} q,(D)=2/3
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D,={D,} C,=C,(D,)={x;,x,,x;} ¢q,(D,)=1/2

D3 = {D3} C3 :CB(D3) :{xs} qA(D3) =1

For other p c v /R, c,(D) =@ Isexisting too, but ¢ - ¢, .4, %4, 50
B is rules harmonic set of A . Consequently
Zy(D)=(0.1) z,(p,)=(0.5) Z,(D,)=()-"

Therefore, the interzone decision-making rules are

al d

(0.05,0.15) = (,1)

(0.45,0.55) = (d,2)
(0.6,1) = (d,3)

Here, the approximate classified precision is reflected by the neighborhood
relationship of A, ¢, =IR A([))|/|1TA(D) |=1/2, and the approximate classified

precision is reflected by the neighborhood relationship of B
o, =IRy(D)I/1R,(D)I=1/3-

5 Conclusions

The fuzzy set theorem given by Z.Pawlak granulated field theory using equivalent
relationship. He also put forward upper approximation and lower approximation
generating regular to simulate the process of human study. This paper granulated field
theory by the method of neighborhood granulation, and put forward the methods of
harmonic reduction and getting regular about neighborhood relationship. Moreover,
the validity of the methods is testified by the example.
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Abstract. For power lines with operating voltages in excess of 400 kV, the key
environmental factors of the design are generally imposed measures taken to
limit radio and audible noise generated by corona. In this study a chemical
analysis of the long term formatted black coating on the surface of differently
treated single stranded aluminium conductors, was carried out. The effect of the
constituent elements on the corona characteristics, particularly inception voltage
and radio ultrasonic noises were studied, for the purpose of developing a corona
free conductor for ac overhead transmission lines. It was found that aged
samples with a higher sulphur or carbon content in their surface, presented a
lower inception voltage and a considerable reduction in radio and ultrasonic
interference.

Keywords: HV conductor aging, corona inception voltage, radio noise,
ultrasound noise level.

1 Introduction

Electromagnetic interference from transmission lines is primarily caused by partial
discharges of the air (corona) in the immediate vicinity of the conductor, when the
electric field intensity at the conductor surface exceeds the breakdown strength of the
air. The produced corona induces impulse currents on the line. These currents, in turn,
cause wide band radio noise frequencies that fill the entire frequency spectrum from
below 100 MHz [1], [2]. Power line noise can impact radio and television reception
including cable TV, mobile and Internet service, amateur radio and critical
communications, such as police, fire and military. It also defines the boundary
conditions for communications via overhead power lines [3], [4] and [5]. Concern has
been expressed that power line corona could degrade the performance of DGPS
receivers in the 283.5-325 kHz band [6].

Due to the increasing number of new wireless communication sources and radio
receptors the study of radio noise emitted from transmission lines, has assumed much
greater importance in recent years by researchers. Investigations have shown that
when a transmission line has been in operation for some time there is a formation of a
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natural black deposit on the surface of the conductor. This is known as conducting
aging. This surface blackening appears to be desirable for the following reasons:

e lines with a relatively high electric stress in the air at the surface of the conductors,
produce lower levels of audio [7] and radio noise when surface blackening has
taken place [8]; the conductors become less visually obstructive when the
reflection of light is reduced.

With audio noise being a very important design criterion for overhead line
conductors, the process of the conductor aging must be accurately known. The aim of
the present work was to analyze chemically the black deposit formed on the surface of
the conductor and determine the chemical composition of the surface deposit. Then to
investigate possible relation of any of the deposit substances with the reduction of
radio and ultrasonic noise in an effort to develop technical solutions for a corona free
HV conductor.

The chemical analysis of the surfaces was done by Auger Electron Spectroscopy
(AES) technique. This technique is based on the Auger process according to which
when a core level of a surface atom is ionized by an impinging electron beam, the atom
may decay to a lower energy state through an electron arrangement which leaves the
atom in a double ionized state. The energy difference between these two states is given
to the ejected Auger electrons and will have a kinetic energy characteristic of the
parent atom. These electrons are ejected from the surface and give rise to peaks in the
secondary electron distribution function. The energy and shape of these Auger features
can be used to unambiguously identify the composition of the solid surface [9].

The AES system consists of an ultrahigh vacuum system, an electron gun for
specimen excitation, and an energy analyzer for detection of Auger electron peaks in
the total secondary electron energy distribution. The Auger peaks are detected by
differentiating the energy distribution function N(E). Thus the conventional Auger
spectrum is the function:

dN(E)
dE

)]

The peak-to-peak magnitude of the Auger peak in a differentiated spectrum is
directly related to the surface concentration of the element, which produces the Auger
electrons. In the calculations the atomic concentration is expressed as:

IX
Sy dx
O =T @)

zSauda

a

where Iy is the peak-to-peak Auger amplitude from the sample and Sy is the relative
sensitivity between any element X and silver, and dx is the scale factor.

2 Experimental Procedure

2.1 Experimental Set-Up

The configuration used in the experiments, whether performed inside the HV
laboratory (University of Manchester) or outside, included the test conductor above a
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metal earthed plate, a HV transformer, a coupling capacitor for radio noise
measurements and the surrounding metal security frame.

All test samples were 3 m long single strand aluminium conductors of % inch
diameter used to form the stranded aluminium conductors used in the grid system in
Great Britain. The voltage gradient at the surface of the conductor was controlled by
the metal ground plate, supported by an adjustable stand.

For radio noise measurements we used a radio noise meter designed to measure
radio frequency noise voltage and the fields generated by electrical equipment in the
frequency ranges of 150-400 kHz and 0.55-30 MHz. The meter was connected to the
test circuit through a decoupled unit, which consisted of a matching resistor, a radio
noise inductor and a spark gap. The radio noise characteristics were obtained at
frequency of 1 MHz.

For recording ultrasonic noise, a fiber optic acoustic waveguide, with a 40 kHz
ultrasonic transducer was implemented [10], placed very close to the test conductor so
that the attenuation of the sound wave and its contamination from the ambient noise
were highly reduced.

2.2 Test Conductors

Test conductors can be divided into two groups:

1. Those aged in the HV laboratory where the atmospheric pressure, ambient
temperature and relative humidity remained approximately CO 20, 755 mm Hg and
55% respectively;

2. Those aged outdoors as in an industrial area.

All test samples were carefully handled to avoid mechanical stress and abrasion
defects. As a result the conductor surfaces were completely untouched and in the
same condition at the time of testing as they were while aging.

Conductor samples with following surface conditions were tested:
1. Samples with a clean surface;

2. Samples coated with oil of the type used by the manufacturer for drawing the
conductors. This oil contained a high percentage of sulphur.

|
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{a) Clean sample, aged for 18 hours (b} Sarple coated with o1l aged for 92 hours

Fig. 1. Auger spectrums for two different samples
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2.3 Chemical Analysis of Surface Coating

All samples brought to the laboratory for the analysis were cut from the middle of the
tested conductor and were protected against accidental damage. The Auger spectrums
received from two samples with different surface treatments and aging periods are
shown in Fig 1.

The main elements identified in the survey scans, as can be seen in the above
figures were sulphur (S), carbon (C) and oxygen (O).

2.4 Corona Inception Voltage Tests

Tests were performed to investigate the influence of concentration of the two main
elements of surface coating, sulphur and carbon, on the corona inception voltage of
the aged conductors.

Concentration of Sulphur (x1

0 50 100 150 200 250 300 350

Agingtime (hours)

Fig. 2. Concentration of sulphur versus aging time characteristics, for clean samples aged
indoors at 37.6 kV/cm

= & = Sulphur === Carbon

Atomic conentrationof sulphur (102)
Atomic concentration of carbon (10?)

33 34 35 36 37
Inceptionvoltage (kV RMS)

Fig. 3. Atomic concentration of sulphur and carbon versus corona inception voltage
characteristics, for various samples aged outdoors.
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A preliminary test performed to verify that concentration of sulphur, in the surface
blackening, is increased as aging time progresses. The results are shown in Fig.2

The relation of the corona inception voltage with the concentrations of sulphur and
carbon is shown in Fig. 3. It can easily be seen that both concentrations follow the
same pattern: as they increase, the inception voltage decreases.

Corona inception voltage versus aging time characteristics, of two conductors
being tested under the same conditions but with different surface treatment, are shown
in Fig. 4.

37

Clean sample Sample coated
36 e - with oil

35

34 /r\.__‘.__—.»
— e —e

Corona inception voltage (kV-RMS)

30

0 100 200 300 400 500 600
Aging time (hours)

Fig. 4. Corona inception voltage versus time, with surface treatment as a parameter. Samples
aged indoors for 600 hours at 37.6 kV/cm

It can be seen that corona inception voltage produced by the sample coated with oil
which contained a high percentage of sulphur, is lower than that produced by the
clean sample. The difference is becoming slightly higher as the aging period is
emerged.

2.5 Radio and Ultrasound Noise Measurements

Tests for measuring the influence of the concentrations of sulphur, carbon and oxygen
on the radio and ultrasonic noise levels of samples aged under different surface
conditions and different voltage stresses were performed.

The influence of the concentration of sulphur on ultrasound level for various
samples aged outdoors or indoors is shown in Fig. 5.

As can be seen as the concentration is increased the ultrasonic noise level becomes
lower. The influence of the concentrations of sulphur, carbon and oxygen on
ultrasonic noise level for various samples aged outdoors is shown in Fig. 6.
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Fig. 5. Ultrasound noise level versus concentration of sulphur characteristics, for various
samples aged indoors or outdoors.
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Fig. 6. Ultrasound noise level versus concentrations of sulphur, oxygen and carbon
characteristic for various samples aged outdoors. All readings taken for an applied voltage of
50kV (RMS)

It is clearly shown that samples with higher atomic concentration of sulphur or
carbon exhibit a lower radio noise level. It can easily be seen that as the concentration
of sulphur or carbon are quadruplicated, the emitted ultrasound noise is reduced by an
average of 6 dB and 4 dB respectively. Oxygen follows a different patent. As its
concentration is tripled, increment of the emitted ultrasound noise reaches 3 dB.



Effects of HV Conductor Aging Surface Elements, on Corona Characteristics 67

The influence of the concentrations of the three above mentioned elements on the
emitted radio noise is depicted in Fig.7 from where it can easily be concluded that the
correlation between the concentrations and radio noise is more or less the same with
that of the ultrasound level depicted in Fig. 6.

— & — Sulphur  ----®--- Carbon

100 ¢

Atomic concentration (x102)

57 58 59 60 61 62 63
Radio noise level (dB relative to 1 mV)

Fig. 7. Radio noise level versus concentration of sulphur oxygen and carbon characteristics, for
various samples aged outdoors. Readings taken for an applied voltage of 50 kV(RMS)

It is clear that the ultrasonic noise levels are directly proportional to the generated
radio noise levels [11].

2.6 Corona Oscillographic Observations

Many oscillograms of individual corona pulses were obtained for various samples at
various test voltages. Some of the oscillograms related to radio noise emitted by two
samples with different surface treatment.

All of the corona oscillograms, referred to radio noise extended from 55 dB to 65
dB, indicated negative corona pulses. It found that for oscillograms near corona
inception voltage, the number of pulses were small. For higher voltages the number of
the pulses increases. Radio noise in this case exceeded 65 dB.

3 Conclusions

Chemical analysis of the surface of conductors aged in different surroundings show

that the main substances identified in the blackish coat formed after a period of

operation, were sulphur, carbon and oxygen. Investigations carried out on those aged

conductors show that:

e conductors with a greater concentration of sulphur or carbon, exhibited a lower
inception voltage

e aged conductors exhibited lower inception voltage as time passes

e there was a direct proportionality between radio noise and ultrasonic noise levels
emitted by tested conductors
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conductors with a greater concentration of sulphur or carbon exhibited lower radio
and ultrasound noise

emitted radio noise in the range of 55 to 65 dB, seemed to be related with negative
corona

emitted radio noise exceeded 67 dB seemed to be related with positive corona.
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Abstract. Various attempts have been made to minimise energy consumption
of rail vehicles by means of regenerative power from electric braking of traction
motors. This paper describes energy efficiency methods in electrified railways
based on recovery of energy. Direct recovery methods that return regenerative
power to electrified networks, and recovery methods based on energy storage
systems are elaborated. The benefits of developing recovery methods and
advantages of energy storage systems are discussed.

Keywords: Energy efficiency, energy recovery, regeneration, storage systems,
electrified railways, rolling stock, propulsion system, traction power supply.

1 Introduction

Improvement of the energy efficiency of traction systems has been an important
subject for industry and research community for decades. There are two main areas of
energy consumption in rail systems: traction use and non-traction use. For traction
use, some effective methods have been developed. However, the recovery of
regenerated power is the most effective solution among the existing approaches due to
the high rate of the regenerated energy. Regenerating mode of the traction motors is
the most prominent aspect of rail vehicles that could allow recycling of kinetic energy
in an electrified network. It means that there is a chance to use the power, regenerated
from a decelerating train, for other accelerating trains or return it to a traction feeder
through the contact lines. In addition, following the recent development of energy
storage devices, storing of regenerated power has become more practical. The devices
can be utilised on-board of the rail vehicles and/or in track-side.

2 Electric Propulsion and Regeneration

The function of the power conversion stages within a traction package is to provide
suitable smooth power flow to the traction motor. There are four basic configurations
for the system that are in common use:

1. DC supply to a suitably modulated voltage for DC motors.

2. DC supply to AC motors via VVVF inverter.

M. Zhu (Ed.): Electrical Engineering and Control, LNEE 98, pp. 69-77.
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3. AC supply, through an AC-DC converter and a modulated voltage for DC motors.
4. AC supply to AC motors via AC-DC converter, DC link, and VVVF inverter.

Fig. 1 shows a block diagram of the advanced electric traction propulsion. The supply
conditioner can be a filter, voltage stepper in DC traction feeders or transformer with
converter in AC traction feeders. Any input filters act primarily to decouple the
equipment from the supply by establishing sufficient impedance for harmony and
train loading against supply. The output of the conditioner is a DC link which must
have stable voltage within the defined margins to secure the perfect performance of
the drive of the traction motors. Traction choppers and inverters should work in four
quadrants: forward and reverse motoring for driving maneuver, and forward and
reverse generating for braking maneuver.

Railcars with DC traction motors are equipped with DC-fed choppers in a wide
variety of circuit arrangements. A basic arrangement of a DC-fed chopper as a 4Q
drive (see Fig. 2) usually has at least two high speed power switching devices: GTO
or IGBT. A self commutation semiconductor switch operating at between 200 and
500 Hz, together with flywheel diodes form the basis of the chopping part.
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Fig. 1. Typical propulsion blocks of a train [1].  Fig. 2. 4Q chopper as DC drive [2].

AC traction motors are induction motors because they are electrically made based on
the same design and structure, so that they have the same simplicity. The generating
mode of AC traction motor could commence in speeds higher than synchronous speed
while the motor is connected to the receptive supply (see Fig. 3). In AC traction
vehicles, the three phase voltage source inverter (VSI) with six fast power
semiconductor switches such as IGBT and GTO, controlled by space vector direct
torque topology, feed the AC traction motors. These inverters (see Fig. 4) are more
complex than the DC chopper; however, the operator can get the benefit of full
regenerating capability. Regenerating occurs when the load torque becomes greater
than the motor’s electromechanical torque so the torque summation is negative and
puts the motor in the regenerating mode at second quadrant. In Fig. 5, I and V are the
effective values of the phase current and voltage and @ is phase angle between them.
The ®>90 results the negative I and energy flows from motor to the DC link.

3 Direct Recovery and Regenerative Networks

Electric traction supplies are categorised in two systems: AC and DC. The type of
supply is a key factor for the feasibility and operability of recovery of the regenerated
power. It is less costly to develop regenerative equipment for DC tractions, yet their
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ability to accept regenerated power can be limited. Regenerative equipment related to
AC traction supplies is more complicated but more receptive to regenerated energy.

Most DC traction power supplies use a three-phase twelve-pulse diode rectifier to
produce DC line voltage to feed DC trains with low harmonic and good stability.
Returning the regenerated power from electrically braking trains to the traction
network raises the DC line voltage, so the feeding system becomes unstable. That
leads to the reduction of braking performance and wasting of regenerated power. In
these lines, the regenerated power would be efficiently recycled among all vehicles
that are operating at the same time within the same network at the effective distance.
However, about 40% of the excess energy generated by a braking vehicle is wasted
when there are no vehicles in operation in an effective distance to absorb it. To solve
this problem, a regenerative inverter and storage devices are used.
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Fig. 5. Traction motor curves, (a) motoring, (b) generating: (P=3VIsCos®, Is<0 and ©>90).

One solution in DC traction is to absorb the surplus regenerated power by
installing an inverter in DC substations to deliver this power to the primary side of the
transformer as shown in Fig. 6. This inverter is made of IGBT switching devices and
works based on the regenerative control algorithm of the three-phase PWM AC/DC
converter. It is connected to the high voltage side of the AC supply at substation via
link transformer to carry regenerative power from DC feeder lines to AC HV supply.
The operation of the DC substation with regenerative inverter is classified in three
modes in terms of energy flow (see Fig. 7).
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1. Rectification: Voltage of the DC line is lower than no load voltage owing to train
load diode rectifier operates.

2. Circulation Current: Circulating current flows between the rectifier and inverter
in parallel operation. This mode is to provide fast response and good stability
when changing the inversion mode into rectification mode.

3. Inversion: As the DC line voltage is higher than the operation voltage of the
inverter, it begins operating.
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Fig. 6. Regenerative inverter in DC traction. Fig. 7. Modes of DC regenerative
substation [3].

The control system of the regenerative inverter detects the rise of the line voltage
due to electric braking, and starts to convert regenerated power. In inversion, the
output current and the line voltage have a 180° phase difference. Since the output
current of the regenerative inverter comprises many orders of harmonic distortions
caused by PWM switching scheme, the passive filter is required between the output of
the inverter and the link transformer [4].

In AC traction, the single phase PWM 4Q converter plays a key role to return
regenerated power from the DC link of the traction propulsion to the AC supply
network (see Fig. 8). It is intrinsically bidirectional and can be used both for traction
and regenerative braking phases. In terms of design objectives, it should be able to
transfer the bidirectional power in motoring and generating modes, correct the power
factor and limit the harmonic contents. Its main benefit is to give a nearly sinusoidal
line current in both directions of energy flow and mitigate the reactive power drawn
from the line.

On the other hand, harmonic is the major drawback of 4Q converters [5, 6]. This
would be a massive source of pollution for utility grid energising a traction network.
Moreover, one of the most serious problems is the resonance phenomena produced by
the interaction of many traction propulsions with 4Q converter operating in the same
contact line supply. Interlacing, applying dedicated control logic and using line filter
are the solutions to minimise the harmonic of 4Q converter and its impacts.
Considering the above advantages and disadvantages, some operators decide not to
return regenerated power passing from 4Q converter to supply grid. Fig. 9 presents a
typical configuration for interlacing.
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4 Storage Devices in Traction Systems

Another contribution to higher energy efficiency of railways can be achieved by
intermediate storing of the braking energy in stationary (track-side) or mobile (on-
board) energy storage systems [7]. These systems make it possible to have internal
interactions of energy within the traction network without requiring it to be returned
to the supply grid. Storing of regenerated energy has become important through the
development of new technology for storage devices. Different types of storage
devices are used in construction of the mobile storage systems in the rail vehicles:
batteries, flywheels and double-layer capacitors (Ultracaps).
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Fig. 9. Interlaced converter.

4.1 On-Board Installations

There are different circuit configurations to install a storage device such as EDLC on-
board for various types of traction propulsions and power supplies. A good parallel
connection for an ESS is across the DC link before the traction inverter [8, 9].
Conjunction is typically done by a DC/DC chopper matching the wide voltage
variations. Fig. 10 shows this configuration for a DC-fed railcar. Basically, the ESS is
charged during braking by the regenerated power through inverter when the voltage
of the DC link tends to rise up. Afterwards, it will be discharged by the
energy demand in the accelerating mode when the voltage of the DC link begins
dropping. By providing impedance, ESS assists the voltage of the DC link to reduce
jumping up.

Other options have also been introduced by manufacturers for DC supply (see Fig.
11 & Fig. 12) [10].: modular ESS connected outside the traction converter at the input
voltage point for better flexibility and a series connection with the main propulsion
system to boost its input voltage as well as recycling the energy.
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Fig. 10. ESS in DC-fed railcar.

In AC traction, the ESS is connected in DC link between the 4Q converter and the
traction inverter (see Fig.13). One of the great achievements obtained by using an on
board ESS is the correction of line voltage fluctuations. In Fig. 14, the sums of line
vehicle currents are compared with and without on-board ESS with the upper graph.
A 50% line current reduction besides a 50% reduction of voltage drop over the line
resistance results from the application of on-board ESS as shown in the graph.
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4.2 Track Side Applications

Another reliable and more efficient solution to reduce energy wasting in DC traction
system is to install ESS in trackside at stationary locations such as stations and/or
substations (see Fig.15) [11]. The storage device is connected to the supply network
through a power converter and a common DC link. The power converter is a classical
bidirectional DC/DC boost converter, similar to the on-board system. Besides the
energy saving, this stationary storage system is able to counteract the catenaries
voltage variation during operation conditions.

5 Discussions

The methods of recovery of the regenerated energy in electrified railways were
discussed. Advantages and disadvantages of the method were presented. Now, it is
useful to compare two approaches; returning regenerated energy directly to the power
supply and using storage devices. On one hand, recovery of the regeneration in an AC
system is simple and operational. No extra cost or equipment in fixed installation and
railcars is needed, but harmonic distortion is a serious drawback. In both AC and DC
traction systems, 4Q converter is responsible to produce harmonics into the primary
AC supply. Filtering is costly in terms of construction and maintenance. On the other
hand, the application of ESS in railways has some excellent merits which can make it
a desirable approach. Such as:

1. Saving energy and reducing costs by lowering the average peak power.

2. Reduction of voltage fluctuation due to low voltage sags in contact lines.

3. Reduction CO2 emission: less power consumption means less CO2.

4. Possible saving on infrastructure by increasing distance between substations.

5. Possible improving of the operations via more railcars and reducing travel time.
6. Ability to run with downed pantograph in on-board ESS for short distances.
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Fig. 15. Trackside ESS in substation.
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Besides, using ESS integrated in fixed installation on DC substations or train
stations offers significant energy saving achievements (see Fig. 16). For example, Fig.
17 is a bar chart that shows energy saved in the Seoul (South Korea) mass transit
system by ESS installed in DC traction substations [12]. Despite these great benefits
of ESS, considerable costs of infrastructure, complexity of the system and fragility
against short circuit can be some main drawbacks of this method. Table 1 gives a
comparison of the described methods, ranking each parameter in quality terms of
poor, medium and good.

45%
0% Energy saving potential not considering energy storage unit's additional mass
o
— Energy saving potential considering energy storage unit's additional mass
3%
2 0%
p25%
H
520%
]
o 15%

10 %

5%
0%
0 05 1 15 2 25 3 35 4

E somge (KWh)

Fig. 16. Energy saving potential [11].

Saving rate(%) Mean 15.7%

%0 2

Fig. 17. Energy saving chart [11].

6 Conclusions

We discussed the regeneration of power which is one of the basic aspects of
electrified railways. Recovery of this power to save energy and improve system
performance by means of various methods and systems was investigated. The
recovery of regeneration in DC traction system by ESS on trackside can offer the best
result. If the AC traction was able to be retrofitted by ESS, it could be expected to
provide similar results. By taking into account the recent popularity of the AC traction
because of its reliability, low cost, simplicity, and performance, it can become the
most desirable option in terms of energy as well recovery.
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Table 1. Comparison of recovery by regeneration methods.

Regeneration Recovery

Comparison Parameters Direct ESS
ACT DCT ACT DCT-OB  DCT-TS
Infrastructure Cost Savings good poor good good poor
Train Cost Saving good good poor poor good
Train performance good  good med med good
System performance poor poor med med good
Power quality poor poor med good good
Energy saving rate good med good good good

ACT: AC Traction Supply; DCT: DC Traction Supply;
DCT-OB: DC Traction Supply with On-Board ESS; DCT-TS: DC traction supply with
trackside ESS.

References

10.

11.

12.

. Gunselmann, W.: Technologies for increased energy efficiency in railway systems. In:

European Conference on Power Electronics and Applications, p. 10 (2005)

Fletcher, R.G.: Regenerative equipment for railway rolling stock. Power Engineering
Journal 5(3), 105-114 (1991)

Bae, C.H., Han, M.S.: Simulation Study of Regenerative Inverter for DC Traction
Substation. In: The Eighth International Conference on Electrical Machines and Systems,
ICEMS, vol. 2, p. 1452 (2005)

Nomura, J., Kataoka, A., Inagaki, K.: Development of a Hybrid Inverter and a Hybrid
Converter for an electric railway. In: Power Conversion Conference, p. 1167. IEEE, Los
Alamitos (2007)

Bhim, S., Bhuvaneswari, G.: Improved power quality AC-DC converter for electric
multiple units in electric traction. In: Power India Conference, p. 6. IEEE, Los Alamitos
(2006)

Cheok, D., Kawamoto, S.: High power AC/DC converter and DC/AC inverter for high
speed train applications. In: Proceedings of TENCON 2000, vol. 1, pp. 423—428 (2000)
Wang, X., Yang, Z.: A study of electric double layer capacitors improving electric network
voltage fluctuation for urban railway transit. In: Vehicle Power and Propulsion
Conference, VPPC 2008, p. 1. IEEE, Los Alamitos (2008)

Hase, S., Konishi, T.: Fundamental study on energy storage system for DC electric railway
system. In: Power Conversion Conference,, PCC Osaka, vol. 3, p. 1456 (2002)

. Meinert, M.: New mobile energy storage system for rolling stock. In: 13th European

Conference on Power Electronics and Applications, EPE 2009, p. 1 (2009)

Takahara, E., Wakasa, T., Yamada, J.: A Study Electric Double Layer Capacitor (EDLC)
Application to Railway Traction Energy Saving including Change over between Series and
Parallel mode. In: Power Convertion Conference IEEE, PCC Osaka, p. 855 (2002)

Romo, L., Turner, D.: Cutting traction power costs with wayside energy storage systems in
rail transit systems. In: Rail Conference ASME/IEEE Joint, p. 187 (2005)

Gilgong Kim, H.L.: A study on the application of ESS on Seoul Metro Line 2. In:
International Conference on Information and technology IEEE, p. 38 (2009)






Prediction of Transitive Co-expressed Genes
Function by Shortest-Path Algorithm

Huang JiFeng

College of Information Mechanical and Electrical Engineering
Shanghai Normal University Shanghai 200234, China
jfhuang@shnu.edu.cn

Abstract. The present paper predicted the function of unknow genes
by analyzing the co-expression data of Arabidopsis thaliana from biolog-
ical pathway based on the shortest-path algorithm. This paper proposed
that transitive co-expression among genes can be used as an important
attribute to link genes of the same biological pathway. The genes from the
same biological pathway with similar functions are strongly correlated in
expression. Moreover, the function of unknown genes can be predicted
by the known genes where they are strongly correlated in expression ly-
ing on the same shortest-path from the biological pathway. Analyzing
the Arabidopsis thaliana from the biological pathway, this study showed
that this method can reliably reveal function of the unknown Arabidopsis
thaliana genes and the approach of predicting gene function by transi-
tiving co-expression in shortest-path is feasible and effective.

Keywords: Arabidopsis thaliana, Biological pathway, Shortest-path.

1 Introduction

As more and more genome sequencing projects completed, researchers can ob-
tain a mass of sequence information via the internet. Therefore, it becomes more
and more important that effective availing of these sequences predict the func-
tions of unknown genes to guide further experiments. At present, the common
method of predicting the function of new gene in the international arena is to
make sequences alignment between the gene with unknown function and the
genes with known functions in sequence database and find the sequences hav-
ing high similarity with the gene with unknown function. Finally, the function
of unknown gene is predicted through gene with known function that is highly
similar with the unknown gene in sequence. However, this approach has the
disadvantages of relaying manual operation and low predicting accuracy. The
advent of Gene Ontology (GO)[I] reduced the disadvantages of the above ap-
proach, which provides a set of standards for gene functional annotation. Gene
Ontology offers a semantic framework agreement for the storage, retrieval and
analysis of biological data, thus setting a fundament for the interactive oper-
ations and mutually understanding the contents among the different database
systems. At present, there are only 40% of the genes annotated in Arabidopsis
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Gene Ontology database. As a result, it is very important to perfect Arabidopsis
gene ontology database and make annotation for more unknown gene.

Gene annotation is a research focus in the post-genome era . Currently, the
common approach on gene annotation is gene clustering based on the similarity
of the expression model. The most popular clustering methods include hierar-
chical clustering[2], K means clustering[3] and self-organizing map[4]. These ap-
proaches, using expression data of gene chips to analyze gene function, usually
assume that the genes have similar function when they have similar expression
structure. In addition, the functions of unknown genes can be deduced by the
known genes having the similar expression structure. However, in fact, the genes
with similar expression structure might not always have similar function. Firstly,
the genes with similar function may not exhibit their similarity on gene. Sec-
ondly, the measurement of gene expression similarity is not always accurate. For
example, when the Pearson correlation coefficient and Fuclidean distance are
used to calculate the similarity of gene expression, the relationship between two
genes with similar gene expression structure may be not accurately calculated
likely because of some reasons of delay|[5].

In order to determine the function relationships between genes, the authors
proposed an approach different from clustering methods. In recent years, Tapan
Mehta et al. found that the genes belonging to the same metabolic pathway have
higher co-expression than that do not belong to the same metabolic pathway,
namely, gene co-expression in the same metabolic pathway[6].

The methods described by them were designed for the genes in the same
metabolic pathway. However, the expression correlation between the genes in the
same metabolic pathway may not be very high, because in the same metabolic
pathway, high expression correlation does not always exist between the gene
pairs. It was proposed in the paper that transitive co-expression among genes
can be used as an important attribute to link genes of the same biological path-
way.The genes in the same metabolic pathway are constructed into an undirected
weighted graph, and then find the shortest path in the graph. Based on statis-
tical analysis of genes with known functions, it was found that the genes with
similar functions had high expression correlation. Therefore, for the genes in
the same shortest, the function of unknown genes can be predicted through the
known genes if high expression correlation exists among them. This approach
has been verified in yeast gene[7]. By analysis of Arabidopsis anther gene in the
same metabolic pathway and referencing Arabidopsis existing Go annotation,
the authors predicted the functions of part of anther unknown genes and again
verified the feasibility of predicting gene function by the method of calculating
the shortest path in the metabolic pathway.

2 Data and Methods

2.1 Data

Gene Chip Data. The Arabidopsis Information Resource (TAIR) provides re-
sources for all aspects of Arabidopsis thaliana[g]. All the Arabidopsis metabolic
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pathway data were downloaded from the Internet ftp://ftp.arabidopsis.
org/home/tair/pathways/. Most of the Arabidopsis gene chip data were col-
lected in ATTED-II (http://atted.jp/), where these chips data were integrated
for analysis to obtain related data of gene co- expression among Arabidopsis
genes[9]. All the Arabidopsis genes co-expression data were downloaded for study
in the paper.

GO Database. GO, the abbreviation of Gene Ontology, is a collaborative
project developed by Gene Ontology Consortium. The goals of GO are to design
a structured, precisely defined universal thesaurus, which can be used to describe
genes and the actions of gene products in any organisms. So far, GO database
built three mutually independent ontologies of biological processes, molecular
functions and cellular components. Now GO has become an extremely important
methods and tools in the field of bioinformatics for gene function annotation, re-
vealing and integrating biological data and databases, and the establishment of
biological association among data, and so on. Usually, if two gene products have
similar function, the annotation terms in GO will be similar. Therefore, this ar-
ticle referred the functions annotation in Arabidopsis GO database to speculate
the functions of unknown genes. TAIR website ftp://ftp.arabidopsis.org/
home/tair/ontologies/ offers existing Arabidopsis genes GO annotation[I0].
All the Arabidopsis genes GO annotations were downloaded for analysis in the
study.

2.2 Methods

Transitive Co-Expression. Transitive co-expression means two genes with
low expression correlation can transitively co-express if both of the genes have
a high expression correlation with another gene. For example, b gene has a high
expression correlation with a gene and ¢ gene respectively. However, the expres-
sion correlation between a gene and c¢ gene is not high. Under this circumstance,
it is described as that a gene and c gene can transitively co-express through b
gene, and b gene is called as transitive gene. The gene pair with strong expres-
sion correlation is linked by an edge, which is called as similar biological path.
The relationship between genes increases as the decrease of edge length. There-
fore, the shortest similarity biological path can accurately expressed function
relationship between genes. If two known genes connect each other through a
similar biological path, the function of transitive gene can be predicted through
the two known genes.

Graph Constructing. The genes in the same metabolism pathway are con-
structed into an undirected and weighted graph. The vertexes of the graph rep-
resent the genes and the edges represent gene expression correlation. The genes
having high expression correlation are connected by an edge. Through statisti-
cal analysis of gene expression correlation coefficient in the Arabidopsis thaliana



82 H. JiFeng

metabolic pathways, it is found that gene expression correlation is quite high
when the expression correlation coefficient between genes ca, b > 0.6. Therefore,
the genes with ca, b > 0.6 are connected with an edge, which could remove some
of the data and retain large number of genes pairs. Edge length of da,b is calcu-
lated as the following formula.

da,b = f(cu,b) = (1 - Ca,b)k (1)

In the formula, parameter of k is the power factor, which is used to strengthen the
difference between the high and low of genes correlation. Because the length of
a shortest path is sum of each edge, the shortest path can cover transitive genes
as much as possible by increasing the difference in edge length. Experiments
has verified that when the number of transitive genes is relatively stable (For
detailed results, visit the website of www.biostat.harvard.edu/complab/sp/.
As a result, the parameter of was selected in the study. Through analysis of
genes in the shortest path, it is found that when the length of the shortest path
is greater than 0.008, functional similarity between genes begin to decrease.
Therefore, in order to ensure the accuracy of the shortest path, it is believed
when the total length of the shortest path is greater than 0.008, the genes do
not transfer function among them. Consequently, in order to ensure the quality
of the shortest path method, only the paths with the length shorter of 0.008 are
considered in the study.

Algorithm of Shortest Path. For the objective is to predict unknown gene
function, the shortest path between any nodes can be calculated. Floyd algorithm
was adopted it the study to calculate the shortest path [I1]. Floyd algorithm,
adopting the idea of dynamic programming, solves any of the shortest paths
between two points through breaking down the problem into sub-problems. Set-
ting G = (V, E,W) is a weighted graph, its edges are v = {vy,vs,...,v,}. For
k < n, the subset of node V, Vi, = {v1,vs,...,v,}, is taken into account. For
any two nodes of v; and v; in V, considering the interval nodes between v; and

(k)

v; are all the paths in vy, p;

;.; 1 assumed the shortest among them and the path

(kj) in the study. If the node vy is not the shortest

path from v; to v;, then pgkj) = plk] U Otherwise p( ) can be divided into two

sections, a section from v; to vy, another paragraph from Vi, to v;. By this, the
formula of p(k) = p(k D —|—p(k D can be acquired. The above discussions can be
summarized as the followmg recursive formula.

length of pE? is assumed as d

k) _ o.)(V,,l/]) ifk =0
dm o {mm{d k=1) d k 1)} ifk > 1. (2)

The original problems is transformed to calculate dgz) for each i and j, or calcu-
late the matrix of D™ = (dg’;))
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3 Experiment and Results

3.1 Experiment Steps

Experimental flow chart is as Fig.1.

The pair wise expression correlation coetticients
helween two genes in the same metabolic pathway

Y
The: genes with expression correlation coefficients
arcater than (.6

Y

Caleulating the distances between genes based on the
formula of d,p = f(eg) = (1-c8)"

Y

Caleulating all the shortest paths of SPs

Y

Sereening out the shortest paths with the length shorter
than 0.00%

Fig. 1. Flow of the experiment

For the data in every Arabidopsis metabolic pathway downloaded from inter-
net, the pair wise expression correlation coefficients between genes are calculated
by writing Perl programs.

According to graph constructing methods, the genes with correlation coeffi-
cient of cq, > 0.6 are further screened out. The perl programs are written to
filter out genes meeting our experimental conditions.

According to the formula of d, , = f(cap) = (1 — cap)”, the distances of dgp
between genes screened in the previous step are calculated by Perl programs.

The shortest paths in every metabolic pathway are calculated with Floyd al-
gorithm by writing c++ programs. The shortest path that is shorter than 0.008
in length is screened out by the Perl program.

3.2 Experimental Results Validation

First, a total of 175 metabolic pathway data were downloaded from TAIR
Website ftp://ftp.arabidopsis.org/home/tair/pathways/plantcyc_dump.
In which, 8 metabolic pathway where genes of Atmg00280,Atcg00490, Atcg00420,
Atmg00285, Atmg01320, Atcg01250, Atcg00890, Atcg00430, Atmg01280,Atmg00
220,Atcg00500,Atcg00460 located were removed. In the remaining 166 pathways,
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103 metabolic pathways with the expression correlation coefficients greater than
0.6 between genes were filtered out. The study focused on the shortest paths in
the 103 metabolic pathways.

The experimental method is based on transitive co-expression in the shortest
path to predict the function of unknown genes in the same metabolic path-
way. This method has been used for yeast gene function prediction [7].Here
this approach we have validated was feasible for Arabidopsis anther gene func-
tion prediction in the experiment. For example, a total of 8 genes are in histi-
dine synthesis pathway. They are (1)Atl1g58080, (2)At1g09795, (3)Atlg31860,
(4)At2g36230, (5)At4g26900, (6)At3g22425, (7)Atdgl4910 and (8)At5g63890.
4 genes with expression correlation coefficients greater than 0.6 were selected
among the 8 genes, (3)At1g31860, (4)At2g36230, (5)At4g26900,(8)At5g63890,
to build the undirected weighted graph which were shown in Fig.2.

Fig. 2. Undirected weighted graph

Where the shortest path from gene (3)At1g31860 to (4)At2g36230 is (3)Atlg
31860—(5)At4g26900— (4)At2¢36230. The Arabidopsis GO annotations were
downloaded from TAIR Website ftp://ftp.arabidopsis.org/home/tair/.
which showed the function of (3)At1g31860, (4)At2g36230, (5)At4g26900 genes
were exactly the same and from the chloroplast. This result proved the assump-
tion was correct that in the same metabolic pathway the genes with high correla-
tion had similar function. The high expression map of glucosinolate biosynthesis
in phenylalanine metabolism pathway was shown in Fig.3.

Fig. 3. High-expression of phenylalanine metabolic pathways
This metabolic pathway includes the genes of (1)At2g20610, (2)At1g74100,

(3)At1g24100, (4)At4g31500, (5)Atdgl3770 and (6)At5g05260. Except for gene
(6)At5g05260, the other five gene has a high expression correlation. The shortest
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paths were calculated based on the graph constructed by the five high expres-
sion genes. Of which, the shortest path from (4)At4g31500 to (5)At4gl3770 was
(4)At4g31500—(1)At2¢20610—(5)Atdg13770. Actually, the functions of gene (4)
At4g31500 and gene (1)At2g20610 in the GO annotation are all membrane. The
function of gene (5)At4gl3770 is the endometrium. The result indicated genes’
functions are very similar in the shortest path.

Experimental results validated genes’ functions in the shortest path are the
same or highly similar and it is feasible to predict gene function in Arabidop-
sis metabolic pathway by this method. Consequently, the function of unknown
genes can be predicted through the function of known gene in the shortest path.

i,

Fig. 4. The related genes for the high-expression of citric acid under the metabolic
pathways of the synthesis of acetyl coenzyme A

The genes with high expression in the citric acid Coenzyme A synthesis of
metabolic pathway was shown in Fig.4. There are 6 genes in the citric acid coen-
zyme A synthesis metabolic pathway. They are (1)At1g09430, (2)At3g06650,
(3)At1g60810, (4)At2g44350, (5)At5g49460 and (6)At1gl10670 respectively. As it
was shown in Fig.4, the expressions of (2)At3g06650, (3)At1g60810,(5)At5g49460
and (6)At1gl0670 gene are highly related. In the calculated shortest path, the
shortest path from At3g06650 gene to (6)At1g10670 gene is (2) At3g06650—(5) At
5g49460— (6)Atlgl0670. In the GO annotation, gene (2)At3g06650 and gene
(6)At1g10670 are all citric acid lyase, and gene (5)At5g49460 is unannotated
gene. According to the assumption that the genes with similar expression in
the shortest path have similar function, it can be predicted that (5)At5g49460,
(2)At3g06650 and (6)At1g10670 have similar function.

4 Experimental Results and Analysis

4.1 Parameter Settings

In the formula of calculating distances between the nodes in the undirected
weighted graph, the methods for the setting of parameter k and selecting the
shortest path the length with the length shorter than 0.008 were taken according
to the reference of [7]. For the gene with ¢, > 0.6, it was believed that had
a high expression correlation. This criteria was set just based on the statisti-
cal analysis of gene expression correlation coefficient in the metabolic pathway.
Among the downloaded 177 metabolic pathways, except the genes in photosyn-
thesis metabolism pathway which average expression correlation coefficient was
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higher than the 0.8, the average expression correlation coefficient for genes in
other Arabidopsis metabolism pathway were under 0.6, which indicated that the
gene expressions were highly related.

4.2 Biological Significance

According to Tapan Mehta’s research, the genes belonging to the same metabolic
pathway have a higher capacity of co-expression than the genes that does not
belong to the same metabolic pathway. While the experiment is based on the
assumption that the genes with high co-expression have similar function, so se-
lecting the genes in metabolic pathway for analysis makes experimental data to
be certain degree of reliability.

The genes in the same metabolic pathway participate in the same biolog-
ical process. In the view of biology, the genes participating in the same bio-
logical process likely have the same or similar function, which makes the ex-
periment might hypothesize have biological significance. For example, there
are 27 genes in the metabolic pathway of photosynthesis. In which, the
genes of At1g08380, At1g30380, At1g31330, Atdgl12800, At5g64040, Atdg02770,
At3g21055, At4g28660, At1g44575, Atbg66570, and At1g79040 have no GO an-
notations. The genes of AT4G05180, AT4G21280, and AT1G06680 were an-
notated as oxygen complex. The GO annotation of AT2G06520, AT2G30570,
and AT1G67740 was chloroplast thylakoid membrane. The remaining 10 genes
OF At2g20260, At1g03130, At1gh2230, Atlgh5670, At3gl6140, Atdg28750,
At2g46820, Atlgl4150, At3g01440, and At3g50820 were annotated as chloro-
plast by GO. Based on the GO annotations of these genes, it can be concluded
that the genes in the same metabolic pathway have the same or highly simi-
lar functions. As a result, the prediction results in the experiment possessed a
certain degree of reliability. The information acquired in the study can provide
valuable references for further improving the Arabidopsis GO annotation. Forty
percent of the genes in biochemical pathways downloaded from TAIR website
have no gene annotation, so this method has some practical significance.

5 Discussions

High co-expression of genes in the metabolic pathway of Arabidopsis were chose
to construct undirected weighted graph, which was used to calculate the shortest
paths between genes. The function of unknown gene could be predicted by known
gene with high transitive co-expressing in the shortest path. The study proved
that this approach has a certain degree of reliability. In addition, compared with
the traditional approach of clustering analysis of genes by assuming that the
genes with similar expressing structure have similar function, the new approach
has certain of feasibility. However, there are some shortcomings for this approach.
Firstly, only the genes with highly relative expression were selected for analysis,
which makes the function of some genes can not be predicted. Secondly, since
the data in the Arabidopsis GO database is limited at present, it makes the
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approach is absent of reference in particle application. The accuracy of function
prediction for unknown genes in Arabidopsis metabolic pathway will be improved
when combining with other prediction methods.
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Abstract. An efficient hardware implementation of Rainbow signature
scheme is presented in this paper. It introduces an effective way to ac-
celerate the generation of multivariate signatures by using optimized
arithmetics including multiplication, multiplicative inverse and Gaus-
sian elimination over finite fields. Not only the speed but also the area
are considered in the design. 27 parallel multipliers are adopted and the
design has been fully implemented on a low-cost Field Programmable
Gate Array. Compared with other public key implementations, the pro-
posed implementation with 15490 gate equivalents and 2570 clock cycles
has better performance. The cycle-area product of this implementation
shows that it is suitable for fast multivariate signature generation in the
resource-limited environments, e.g.smart cards.

Keywords: Multivariate Public Key Cryptosystems (MPKCs), Field
Programmable Gate Array (FPGA), digital signature, Rainbow, finite
field.

1 Introduction

Since many cryptographic schemes used to protect electronic information are
based on the near impossibility of factoring large numbers, building a working
quantum computer would be not only a mathematical coup but a cryptographic
one as well, potentially putting much of the world’s most secret information
in jeopardy. Besides, an algorithm that Peter Shor discovered can be used to
conquer RSA, DSA and ECDSA in polynomial time. Multivariate Public Key
Cryptosystems (MPKCs) [I] are the cryptosystems which can resist the attacks
by quantum computation. They are based on the difficulty of the problem of
solving multivariate quadratic equations over a finite field, which is considered
to be NP-hard. Oil-Vinegar signature schemes are a group of MPKCs. They can
be grouped into three families: balanced Oil-Vinegar, unbalanced Oil-Vinegar
and Rainbow [I], a multilayer construction using unbalanced Oil-Vinegar at
each layer. The efficiency of signature generation is one of the focuses of many
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researchers. At present, there are some methods to optimize multivariate signa-
ture schemes, e.g. TTS [2], [3], some instances of MPKC [4], and Rainbow scheme
[5].

In this paper, we show how to implement Rainbow signatures via efficient
arithmetic over a finite field. Not only its speed but also its implemented area
are our focuses. The efficiency of Rainbow signature generation relies heavily
on the arithmetics over finite fields. The main contribution of this paper is to
propose an efficient hardware implementation for Rainbow signature generation
via using optimized arithmetics. The design is fully implemented on a low-cost
FPGA. Experimental results show that our design is suitable for resource-limited
environments.

The structure of this paper is as follows: In Section 2, an overview of Rainbow
signature scheme is presented. In Section 3, three basic operations in Rainbow
and how to optimize these operations are presented. The proposed design is fully
implemented on a low-cost FPGA and compared with other public key signature
schemes in Section 4. Conclusions and discussions are summarized in Section 5.

2 Overview of Rainbow Signature Scheme

Rainbow scheme belongs to the class of mixed schemes under MQ constructions.
The scheme consists of a quadratic system of equations involving Oil variables
and Vinegar variables that is solved iteratively. Such an Oil-Vinegar polynomial
over these variables can be represented by the form

Z QT4 + Z Bijrix; + Z Yixi + 1. (1)

i€0y,jES 1,JES] 1€S141

O; is a set of Oil variables in the the i*" layer and S; is a set of Vinegar variables
in the the i*” layer. The number of Vinegar variables used in the i** layer of sig-
nature construction is denoted by v;. The number of Oil variables used in the ith
layer of signature construction is denoted by 0; = v;+1 —v;. The hardware imple-
mentation of Rainbow signature generation is the focus in this paper. Therefore,
a brief introduction of signature generation is presented in the following section.

2.1 Signature Generation

The message is defined by Y = (y1,..., Yn—v,) € k" *1. The message size is
fixed. Thus we use a hash function to produce a fixed-size one-way hash value
of the document. After that, it is crucial to find a solution of the equation
F=LoFoLy,=Y.In fact, Ly ' and Ly~ ' are used during the signature
generation. Firstly, we should compute Y’ = L;~!(Y). Next the equation Y’ =
F' is needed to be solved. In the first layer, the v; Vinegar variables in the
Oil-Vinegar polynomials are randomly chosen. Therefore, these polynomials are
substituted into a set of linear equations of Oil variables. If these equations
have no solution, a new set of Vinegar variables should be chosen. The Vinegar
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variables in the second layer of Rainbow are all the variables in the first layer.
The equations in the first layer are solved to find the values of all the variables.
Thus the values of Vinegar variables are known now. This procedure for each
successive layer is repeated until the solutions of all the equations are found. If
these equations have no solution, we have to return to the first layer and choose
a new set of Vinegar variables. In this step, the values X = (7, ..., 7,,) of all the
variables are found. Finally, compute X’ = Ly *(X) = (21/, ..., z,,"). Then X’ is
the signature of Y.

2.2 Design Parameters of Rainbow

The parameters of Rainbow we choose is shown in Table 1. Basic operations
in Rainbow scheme include multiplication, multiplicative inverse and Gaussian
elimination over the finite field. Besides, it is also important to choose the prim-
itive polynomial, because primitive polynomial determines the structure of the
finite field. Also, choosing different primitive polynomial can affect the efficiency
of signature generation.

Table 1. A Rainbow structure.

Parameter Rainbow
Ground field size GF(2%)
Message size 27 bytes
Signature size 37 bytes
Number of layers 4

Set of Vinegar variables (10, 20, 24, 27, 37)

3 Acceleration of Fundamental Arithmetic of Rainbow

3.1 Choice of the Primitive Polynomial

Each GF(q) has more than one primitive element, and each element except
zero over GF(q) can be expressed by the power of the primitive element. It is
important that every binary number which is longer than 8 should be computed
modulo the primitive polynomial, therefore how to choose primitive polynomial
is related to the efficiency of implementation.

Primitive polynomial over GF(2%) can be expressed as the form: xg + x, +
..+ 1(0 < k < 8). It has been proofed that the fewer the number if coefficients
valued one, the more efficient the operations over the finite field will be. There
are 16 polynomials can be chosen as a primitive polynomial. Among these poly-
nomials, the number of polynomials which have five terms is 12 and the number
of polynomials which have seven terms is 4. Therefore, the optimizations of mul-
tiplication, multiplicative inverse and Gaussian elimination are based on these
16 polynomials.
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3.2 Optimization of Multiplication over the Finite Field

Actually multiplication over finite fields is modular multiplication. Multiplication
is the most time consuming operation in implementing Rainbow. Because it is
used a lot in the matrix multiplications and Gaussian elimination. It is crucial to
improve the efficiency of multiplication over GF(2%) to accelerate multivariate

signatures [6].

Table 2. Efficiency of the multiplication.

Polynomial AND XOR Logic units Delay (ns)

100011101
101110001
100101011
110101001
100101101
101101001
101100011
110001101
111001111
111100111
101001101
101100101
101011111
111110101
110000111
111000011

64
64
64
64
64
64
64
64
64
64
64
64
64
64
64
64

76
7
81
79
71
85
79
79
82
79
81
80
78
79
81
81

55
53
51
55
49
52
47
50
48
50
50
51
50
53
51
51

19.542
18.426
18.852
19.610
17.647
20.287
19.473
19.797
21.431
21.975
18.712
20.451
24.251
23.768
18.481
17.566

Suppose a(x) and b(z) are both elements in GF(2%) and c(z)
b(xz) mod f(x). And f(z) is the irreducible polynomial. Then we have

50 = apbo, s1 = a1bo B agb1, s2 = az2bp © a1b1 @ agba,

83 = agbg @ asb1 B a1bs B agbs, s4 = asbg B azby D asbs B a1bs B agby,
55 = asby @ asb1 B azba D azbs ® a1bs ® apbs,
s6 = agbo @ asb1 @ asby ® asbs ® asbs B a1bs B agbg,
s7 = a7by ® agb1 ® asba © asbs ® azbs @ azbs © a1bs ® agbr,
sg = a7by @ agha ® asbs ® asby D asbs ® asbs ® a1by,
Sg = arbs @ agbs @ asby B asbs B azbg B azbz,
510 = a7b3 @B agbs & asbs B asbe G asbr, 511 = arbs B asbs E asbs S asbr,

512 = arbs @ agbs @ asbr, 513 = arbe ® agbr, s14 = arby.
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The first step is to compute the coefficients. Then the next step, the product
should be computed modulo the primitive polynomial. In the case of a primitive
polynomial 101001101, we have

c7 = 57D 9 D s11 D S12,¢6 = 56 D 58 D S10 D 511, (11)

cs = S5 D 510 D 511 D 512 D 514,04 = 54 D 89 D 510 D 511 D 514 D S14, (12)
Cc3 = S3 D S8 P S9 D S10 D S12 D S13 D S14,C2 = S2 D S8 D S13 D S14, (13)
c1 =51 D 89 ® 511 B 513 D 514, 0 = 50 D 58 D 10 D 12 D 813. (14)

For the purpose of functional simulation and verification, we use the Quartus II
Version 8.0. For the FPGA implementation, we choose the ALTERA Cyclone
FPGA family. The data in Table 2 is tested on the device of EP1C12Q240C8 in
Quartus II.

3.3 Optimization of Multiplicative Inverse over the Finite Field

Multiplicative inverse is used in Gaussian elimination to find the inverse element
of a pivot element. According to our design, we use a parallel multiplicative
inverse based on Fermat’s theorem [7]. Suppose 3 is an element in GF(28).
According to Fermat’s theorem, we have

BT = 8,87 = %% = g4 (15)

28 _0=94922 190 19871 3l 2,4, 38 g2 (16)

Computing 32, 8%, 316, 332, 354 and (2% are parallel. The data in Table 3 is
tested on the device of EP1C12Q240C8. The efficiency of multiplicative inverse
mainly depends on multiplication. Since multiplicative inverse is not used a lot
in Rainbow and parallel multiplication must be used so much, we can multiplex
multiplication in multiplicative inverse operations so that we can reduce the
space of logic gates.

3.4 Optimization of Gaussian Elimination over the Finite Field

Gaussian elimination is a bottleneck in Rainbow. The efficiency of Gaussian
elimination determines the efficiency of Rainbow. Multiplication and multiplica-
tive inverse over the finite field are used a lot in Gaussian elimination and have
been designed in this paper. Multiplication and multiplicative inverse can be
used as components. They could be instantiated when they are used. We adopt
an efficient method, multiplexing components, to reduce the resources, because
Gaussian elimination consumes a lot of resources.

Generally, Gaussian elimination over the finite field consists of 5 steps. The
first step is to choose a column and find a pivot element. Each nonzero element in
this column can be chosen as the pivot element. The second step is to exchange
the place of the current row and the row in which the pivot element is located.
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Table 3. Efficiency of the multiplicative inverse.

Polynomial AND XOR Logic units Delay(ns)

100011101 384 581 446 35.104
101110001 384 603 474 35.074
100101011 384 634 478 36.163
110101001 384 598 433 34.881
100101101 384 567 357 34.491
101101001 384 624 337 36.589
101100011 384 607 353 38.547
110001101 384 617 372 36.122
111001111 384 610 367 41.096
111100111 384 613 347 39.929
101001101 384 624 424 35.731
101100101 384 614 470 36.472
101011111 384 589 470 35.421
111110101 384 617 469 35.292
110000111 384 623 466 35.531
111000011 384 616 463 34.385

And the next step is to normalize the current row. The fourth step, eliminate
each element in each column, and then each element in current column is zero
except the pivot element. Then we choose the next column to repeat the above
four steps to do all jobs until the final column is chosen.

To consider both time complexity and space complexity, there is no need
to use too many multipliers. 11 multipliers are used in Gaussian elimination.
Therefore, the space complexity equals O(n). Since normalizing operation could
be executed within one clock cycle and eliminating operation could be executed
within n clock cycles, the time complexity equals O(n) too. The data in Table
4 is tested on the device of EP2S180F1020C3. Four linear equations are needed
to be solved. It has data dependencies during Gaussian elimination in Rainbow,
thus it can not do other things. Parallel multiplications are free so that they
can be used by Gaussian elimination. These multiplication are active in their
lifetime so that it improves Rainbow a lot.

Table 4. Efficiency of Gaussian elimination.

Round Matrix Multiplication Multiplicative inverse Delay (ns)

1 10*11 28 10 3.86
2 4*5 10 4 1.43
3 3*4 7 3 1.03
4 10*11 28 10 3.86

Total 73 30 10.18
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4 Implementation and Comparison

To consider both speed and area, an effective way of implementing Rainbow
scheme is adopted. This architecture is programmed in VHDL. Basically, funda-
mental arithmetics including multiplication and multiplicative inverse are encap-
sulated into components. On the whole, the signature generation is controlled
by finite state machines. 27 parallel multipliers as well as one inverter are used
in Rainbow signature generation. The number of clock cycles required for the
core of signature generation is 2570. The area of our hardware implementation
is measured in terms of gate equivalents. Table 5 lists the gate equivalents of our
implementation.

Table 5. Gate equivalents for proposed implementation.

Components  Cost gate equivalents

Coefficient matrix 6160
Multipliers 6959.25
Inverters 1884
Adders 486
Total 15489.25

We now compare some public key signature methods with our implementation
of Rainbow in terms of performance. The comparison results are given in Table
6. The cycle-area products are normalized to the proposed Rainbow. Our design
has a good performance in cycle-area products.

Table 6. Comparison of Rainbow with other signature schemes.

Scheme Area Clock cycles Cycle-area products

RSA-PSS [8] 250000 348672 2189.64

EN-TTS [2] 21000 60000 31.65

Rainbow [5] 63593 804 1.28
Proposed 15490 2570 1

5 Conclusion and Discussion

An efficient hardware implementation for Rainbow signature generation is pro-
posed by using optimized operations including multiplication, multiplicative in-
verse and Gaussian elimination over a finite field. Not only the speed but also the
area are considered in our proposed design. This design is fully implemented on
a low-cost FPGA. Compared with other public key hardware implementations,
our implementation has a better performance in cycle-area product with 15490
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gate equivalents and 2570 clock cycles. Since it is sensitive to the area rather
than the running time in limited resource environments, this method is more
suitable for implementing Rainbow scheme in these areas, e.g. smart cards.
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Abstract. In this paper, a novel electrically-small composite right/left handed
transmission line cell (CRLH TL) is presented based on cascaded
complementary single split ring resonator(CCSSRR). For deep insight, a circuit
model is also presented and validated by the simulated full wave S-parameters.
The nagative refractive index and backward wave propogation is
demomonstrated by the constitutive effective electromagnetic parameters. This
type of CRLH TL cell features an additional transmission zero above the edge of
right handed (RH) band which in turn enhances the selectivity and harmonic
suppression to a great extent. The resultant left handed (LH) and RH bands can
be merged, which results in a smooth continuous transition for broadband design.
A set of CRLH TL cells by cascading different numbers of basic CCSSRR are
studied and compared. The proposed CRLH TL cell should be a good candidate
for small-size broadband devices design.

Keywords: Composite right/left handed transmission line, cascaded
complementary single split ring resonator, constitutive electromagnetic
parameters, electrically-small, selectivity.

1 Introduction

The concept of resonant-type composite right/left handed transmission line (CRLH TL)
has not been formed and become a subject of intensive research until the seminal work
done by F. Falcone et al. [1]. In this seminal work, the complementary split ring
resonators (CSRRs) etched in the ground plane of microstrip line is firstly proposed and
demonstrated with a negative effective permittivity in the vicinity of resonant
frequency. At short notice, the possibility to fabricate planar CRLH TL by
incorporating the CSRRs and series gap is also proved [2]. Soon after that, the
applicability of this type of CRLH TL in the design of many microwave compact
devices with competitive performances [3], [4] has been widely validated.

In recent years, resonant-type CRLH TLs also have gone through a great
development, for instance, the hybrid approach, which incorporates the series
capacitive gap, CSRRs, and additional ground inductors, enables a further degree of

M. Zhu (Ed.): Electrical Engineering and Control, LNEE 98, pp. 97-J104.
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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flexibility in CRLH TL synthesis [5], followed by CSRRs etched on the conductor strip
which were exploited as a good strategy to those systems where the ground plane
cannot be etched [6], using complementary spiral resonators (CSRs) for further
miniaturization and open complementary split ring resonator (OCSRR) for the high
selectivity [7], introducing the fractal geometry in CSRRs for a significant lower
resonant frequency and improved selectivity [8], [9], and also complementary single
split ring resonator(CSSRR)[10], etc.

In view of them, the body of this work is aimed to propose a novel CRLH TL based
on cascaded CSSRR (CCSSRR). This paper is well organized as follows. In section 2,
the configuration as well as corresponding equivalent circuit model of CCSSRR-loaded
cells based on different basic CSSRR is proposed, and analysis of the structure through
Bloch theory is also systematically carried out. In section 3, electromagnetic (EM)
characteristic (S-parameters) is provided and the constitutive EM parameters are
extracted for a deep insight into the working mechanism of CCSSRR. Finally, a major
conclusion is summarized in section 4.

2 CCSSRR-Loaded CRLH TL: Topology, Circuit Model and
Theory

In this section, we will show a type of planar CRLH TL cells in microstrip technology.
Note that these cells also can be carried out in coplanar waveguide (CPW) technology.
The proposed typical unit cells and the correlative circuit model are illustrated in Fig.1.
As can be observed, Novel CRLH TL cells consists of a CCSSRR element (depicted in
white) etched in the ground plane (depicted in light grey), a stepped-impedance
conductor line (depicted in dark grey), and a series capacitive gap etched in the center
of the top side above the CCSSRR which is constructed by cascading several identical
CSSRR elements and symmetrically locating splits on each CSSRR. Note that every
adjacent two CSSRR own a community vertical slot. It is worth to mention that the
number of cascaded basic CSSRR elements are even for symmetry and can be infinite.
This configuration is engineered to benefit the proper electric excitation from the gap to
CCSSRR. As a consequence, the resultant CCSSRR is also associated with the negative
permittivity and will be demonstrated later this section.

In the circuit model (see Fig.1(d)), where L, models the line inductance, C, models
the gap capacitance, C; represents the electric coupling between the stepped-impedance
conductor line and the biggest CSSRR which is described by means of a parallel
resonant tank L,;, Cy,;. In like manner, C, models the electric coupling between the line
and the fundamental CSSRR which is characterized by means of a resonant tank L,,;,
Cy2. It is useful to mention that circuit model of conventional CSRRs-loaded CRLH TL
is a special case of proposed circuit model by ruling out one shunt branch or set values
of them to be zero. As a consequence, novel LH particle with additional
lumped-element parameters in the circuit model enables enhanced design flexibility
compared with its conventional counterpart.
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© (d)

Fig. 1. Topology of the CCSSRR-loaded CRLH TL unit cells (a) based on two, (b) four and (c)
six fundamental CSSRR elements, and (d) equivalent T-type circuit model. Note that these
CCSSRR are in square shape for simplicity in this paper and are with identical physical
parameters including side length of square slot a, split width d;, slot width d,, gap separation g,
height b and width c of stepped-impedance line, and width of microstrip line w. Detailed physical
parameters are d;=d,=0.2mm, g=0.3mm, a=6mm, b=4mm, ¢=0.85mm, and w=1mm.

Let us now study the structure through Bloch theory based on the derived circuit
model. The phase shift per cell @ and characteristic impedance Z;, which are required
as real numbers for EM wave propagation, are given by

¢=pBl=1+Z.(jw)/Z,(jw) (1)

2, = JZ.(WIZ,(jw)+2Z,(jw)] 2
where z (jw) and Z,(jw) are series and shunt impedance, respectively, which reads
Z;(.IW)] = (1_w2Lng )/ja)Cg (3)

Zp(jw)]zl/Yp =1/(Yp1+Yp2) )

Y,; and Y, are the admittances of the two shunt branches formed by C, L,;, C,; and C,
L, Cy», respectively. They are formulated as follows after some simple manipulations.
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Y

pl

= jwd-w’L,C,)C,/1-wL,C, —wL,C) (5)

‘pl

Y

P2

= jwl-w'L ,C,,)C, /1-wL,,C,, ~w'L ,C,) (6)
The CRLH characteristic impedance and phase shift per cell are obtained explicitly by
inserting Eq.(3), (4), (5) and (6) into Eq.(1) and (2). Moreover, two transmission zeros
are predicted from the circuit model and are directly available by forcing the
denominator of Eq. (5) and (6) to be zero which yields

fa= 1/27[\/L/;1(C1 +C,) (7a)
fa=12mL,(C,+C,,) (7b)

The lower limit of RH band is the series resonance @, which is attained by forcing
Eq.(3) to be zero. The upper limit of LH band is the shunt resonance w, which is
acquired by forcing Y, to be null. For balanced condition, these frequencies are
identical, namely, w=w,=w,. In this case, the LH band switches to the RH region
without a gap, otherwise the continuous passband is perturbed by a stopband. Explicit
expression of w, is tedious and complex, however, it can be illustrated through the
representation of the circuit model (plotted in Fig.4) by a simple program in
mathematical software.

3 S-Parameters and Constitutive Effective EM Parameters

For characterization, novel CRLH TL cells depicted in Fig.1 are built on the F4B-2
substrate with a thickness of 0.8 mm and a dielectric constant of 2.65. They are
analyzed by means of planar full-wave EM simulation through Ansoft Designer as well
as electrical simulation through circuit software Ansoft Serenade. During the electrical
parameters extraction process (electrical simulation), S-parameters of the circuit model
are obtained and driven to match the EM simulated ones.

Fig.2 shows the simulated full-wave S-parameters of these CRLH TL cells. From
this figure, three most important aspects should be emphasized. First, two obvious
transmission zeros (attenuation poles) are located below the lower edge of LH band and
above the upper edge of RH band, respectively, which have enhanced the selectivity
and out-of-band suppression. Note that the exhibited LH and RH band will be
demonstrated sooner. Second, the CRLH TL cells in three cases operate in balanced
condition, thus the LH band changes continuously to the RH band without a stopband.
Third, as the number of CSSRR increases, the fundamental transmission zero and LH
band are with a very small variation which can be negligible, however, the upper
transmission zero obviously shifts toward higher band, which significantly increases
the passband bandwidth characterized by 10dB return loss.
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Fig. 2. Comparison of simulated full-wave S-parameters between different CCSSRR-loaded
CRLH TL cells plotted in Fig.1.

The S-parameters of CCSSRR-loaded CRLH TL cell constructed by six CSSRR
elements obtained from EM and electrical simulation are compared in Fig.3. It is
obvious that these results are in reasonable agreement which has fully validated the
rationality of the circuit model. The slight discrepancies are due to the wide frequency
range that observed, nevertheless, they are in normal level. EM simulated S-parameters
reveal that all return loss is better than 10dB from 5.1 to 7.3GHz. Moreover, two
transmission zeros occur at 4.1GHz and 8GHz, respectively.
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Fig. 3. Comparison of S-parameters between EM and electrical simulation of CCSSRR-loaded
CRLH TL in the case of six CSSRR elements plotted in Fig.1(c). Extracted lumped elements are:
L=2.1nH, C,=0.306pF, C;=1.53pF, C,=0.658pF, C,,=0.246pF, L,,=0.89nH, C,,=19.99pF, and
L,»=0.019nH.

Fig. 4 depicts the representation of CCSSRR-loaded CRLH TL including series
impedance, shunt admittance, characteristic impedance and dispersion relation based
on the lumped-element circuit parameters derived above. As expected, two
transmission zeros, i.e., two resonances from the blue curve of Y, are located in the
vicinity of lower and upper edge of passband where ¢ and z, are real numbers. It also

reveals that the CRLH TL cell is working in balanced condition. As envisaged, the
balanced point occurs at the intersection (6.2GHz) of shunt admittance curve and series
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impedance curve on frequency axis. Note that perfect balanced condition is rigorous
and is fulfilled in current design by optimizing the circuit parameters. The most
important aspect lies in the resultant wide passband composed of not only a lower LH
contribution but also a narrow upper RH one. The fundamental characteristic of the
backward wave transmission in LH band is proved by the dispersion curve. As can be
observed, @ is maintained as a negative real number from 4.94 to 6.2GHz which
indicates a LH propagation.
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Fig. 4. Representation of (a) the series impedance, shunt admittance, characteristic impedance
and (b) dispersion curve for the CCSSRR-loaded CRLH TL cell in Fig.1(c).

To provide a deep insight into the working mechanism of the CCSSRR and further
demonstrate the fundamental characteristic of the exhibited LH band, the constitutive
effective EM parameters are extracted based on full-wave S-parameters plotted in Fig.3
by an improved retrieval method [11]. Fig. 5 shows the retrieved effective constitutive
parameters. It is obvious that these results give strong support to all results obtained
from EM simulation and Bloch analysis. Very distinct negative refractive index and
backward wave propagation can be obtained in the essential LH band within 4.78 to
5.75GHz. In this range, the imaginary part of refractive index, accounting for electric
and magnetic loss, is approximate to zero thus allows signals to transmit freely. It is
worth to mention that the slight frequency shift of the resultant LH band between Fig.4
and F.g.5 is due to the tiny source discrepancy between EM and electrical simulation.
Nevertheless, the tendency of these curves is in excellent agreement.

Consulting Fig. 5(b), we conclude that novel CCSSRR is responsible to the
exhibited negative effective permittivity occurred from 4.67 to 5.75GHz. Below
5.75GHz, the effective permeability is negative, thus the simultaneous negative LH
band solely depends on negative permittivity band. Moreover, the upper transmission
zero can be successfully interpreted through the exhibited single negative permeability
around 7.9GHz. It is worth to mention that basic CSSRR (responsible to the magnetic
resonance) is externally driven through the component of the magnetic field contained
in the plane of the particle, while the biggest CSSRR (responsible to electric response)
is still excited electrically.
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Fig. 5. Constitutive EM parameters of proposed CRLH cell based on full-wave S-parameters
plotted in Fig.3 (a) refractive index and propagation constant (b) effective permeability and
permittivity.

4 Conclusion

In conclusion, it has been demonstrated that a novel electrically small cell based on
CCSSRR and series gap exhibits a composite right/left handed behavior. The validated
circuit model is very useful for the synthesis of compact size and high-performance
CRLH TL cell. The proposed particle shows many merits over previous CSRRs-loaded
ones, e.g., enhanced flexibility, additional transmission zero, and controllable
bandwidth which can be tuned by a reduction or an increase of the basic CSSRR
element. Consequently, we will exploit and demonstrate possible applications of this
particle in novel microwave devices design in the next step.
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Abstract. This article first introduces lightweight XMPP protocols and
embedded operating system, Contiki, the establishment of standardized, open
network server architecture. Its architectural style is based on the most basic of
IPV6 network protocol has able to send short messages, radio-subscribe to the
mechanism and the authentication mechanism and the protection of data
security and other functions, is also a lightweight, scalable and good, open-
ended. Then the test platform, successfully transplanted to Contiki within the
XMPP protocol.

Keywords: Internet of Things, Network Gateway, XMPP protocols.

1 Introduction

Currently, the United States, European Union, China attaches great importance to
things and so the development of their countries have to a strategic height to shaping
the economy, promoting economic and social development [1].

Internet of Things is a concept, refers to all kinds of information sensing devices,
such as radio frequency identification devices, infrared sensors, global positioning
systems, laser scanners and various other devices and the Internet combine to form a
huge network, which aims to All items connected with the network to facilitate the
identification, location, tracking, monitoring and management.

In this paper, Contiki operating system and protocol stack XMPP made in detail, to
explore a specific protocol stack to the operating system Contiki XMPP transplant
method and had connectivity test [2].

2 Method

Contiki embedded operating system to support multi-tasking, open source operating
system, first developed by the Adams Dunkels designed specifically for embedded
systems and wireless sensor networks design. After the effective cut, only use 40KB
ROM and 4K RAM [3]. The ARM7-based LPC2220 development board and no built-
in reserve too much space to the ROM, which requires external expansion memory.

M. Zhu (Ed.): Electrical Engineering and Control, LNEE 98, pp. 105-[108.
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2.1 Contiki Embedded Operating System

Contiki embedded operating system supports multi-tasking, open source operating
system, first developed by the Adams Dunkels design, it is designed for embedded
systems and wireless sensor networks design. Today, Contiki has been widely used
in embedded operating systems, the United States, General Motors, NASA are using
it [4].

Is based on event-driven Contiki embedded operating system, which is also based
on the program execution flow of events, event, or request by the underlying
hardware request to trigger preemptive multi-threading to the optional libraries to
achieve. Contiki hardware resources in the form of an abstract realization of the
system libraries, and any other procedures connected. In order to achieve the
implementation of the principle of priority, Contiki does not prohibit the interruption.

In terms of Internet connectivity, Contiki has been based on the basic IPV6
protocol stack UIP. UIP is a lightweight network protocols, special use and embedded
systems, its code is very small, with very low memory usage, UIP handle protocol
also uses TCP / IP RFC standards.

2.2 XMPP Protocols

XMPP is an open XML protocol, designed for near real-time messaging and presence
information, and request-response service. The basic syntax and semantics of the first
mainly by Jabbe: the open source development community in 1999. In 2002, XMPP
Working Group was authorized to take over the development and adaptation of the
Jabber protocol to meet the IETF's messaging and presence technology [5].

XMPP is client-server architecture, also known as the C / S mode. From client to
server and server to server access mode TCP connection, the server is also a
communication between TCP. The XMPP abstract diagram is shown in Fig.1.

| —
C2 Gl - FN1 ; FC1

Fig. 1. XMPP abstract diagram

-~

XMPP server using a client mode, can be combined, it can be dispersed. This
allows the user to easily control server according to their wishes, so that the server
provides the functions they need.

2.3 Contiki Embedded Operating System Based on the XMPP Protocol Stack

XMPP protocol stack is based on the Contiki operating system tailored for the XMPP
protocol effectively, so that it can meet the low-power embedded systems. XMPP
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protocol stack supports XML stream, and only one of the three basic elements:
<message/>, <presence/>, <iq/>.

Event handler function to handle from the perception layer (wireless sensor
networks), and UIP that the remote server time, that XMPP protocol stack has been
connected with the perception of the role layer and the Internet gateway.

This model established the first to do the following work: 1, to establish TCP
traffic using the UIP; 2, the information on the <message/> and <presence/> pushed
to the network layer; 3, using the <<ig/> mode to send And receive information.

UIP network protocol based on the work process is as follows:

1, open XMPP <stream/> label, XMPP protocol stack start <<stream/>, remote
server or client sends a <<stream/> to respond.

2, XMPP protocol stack and the remote server or client authenticate each other.
3, XMPP protocol stack to establish a publication - subscribe mechanism.

4, XMPP protocol stack to establish a push mechanism.

5, The remote server or on client sends a message / query request, XMPP
protocol stack to send one on information / queries answered.

6, Close the XMPP protocol stack <stream/> label.

7, Off a remote server or client <<stream/> label.

The XMPP protocol stack and the perception layer, That the wireless sensor network
data exchange is through the application layer of the API interface implementation.
XMPP protocol stack to achieve the following function body wireless sensor network
and data exchange.

3 Gateway to the Internet Communication Module

Network communication can be divided into C / S and B / S two structures. C / S
(Client / Server, the client and server architecture. commitment to the client and
server are different tasks. Client will be submitted to the needs of users Server, then
Server returns the results to be provided in the form to the user. Client Server task is
to receive service requests made to carry out the appropriate treatment, and the results
returned to the Client. Server process normally in "sleep" state until the server sends
the client connection request, to "wake up". The client running the browser, the
browser to the form of hypertext access the database to the Web server made the
request. Web server accept the client request, the request to the SQL usage, and
database access, and then return the results to the Web server, Web server, then the
result is converted to HTML documents, returned to the client browser to web pages
Form displayed. B/S structure, Web browser, the most important is the client
software, the core part of the system function to focus on the server. C/ S structure of
the rational allocation of tasks to the client and the server, reducing communication
overhead in the system. Many tasks on the client side processing, then submitted to
the server, the server running the load lighter, the client response is fast. However,
this structure requires the client to install special client software. B / S The biggest
advantage is no need to install any special software, just install the browser client.
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4 Conclusion

Using this gateway to the Internet further improve the performance and universal
gateway. Further in-depth study of things related to knowledge, and emerging
wireless networks, embedded operating system, the gateway protocol stack, able to
compare their advantages and disadvantages, on this basis, further reducing energy
consumption and the gateway protocol stack Network bandwidth utilization.
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Abstract. When using Grey-Markov model for prediction, the forecast curve of
GM(1,1) model must pass through the point (1,x(0)(1)) is usually assumed as
the known prerequisite condition before moving on to the next step. However,
this kind of means is groundless, and the result we get is not necessarily the
optimal solution. This paper introduces a different Grey-Markov model which
is based on a kind of improved GM (1,1) algorithm and applied it to the sales
forecast. The result shows that this model is working well in sales forecast. At
the same time, the comparison and analysis of the prediction result of this
model also helps to prove that there is no direct connection between GM(1,1)
model and the first data element of the raw time series.

Keywords: Grey-Markov, Sales Forecast, Data Mining.

1 Introduction

Sales Forecast refers to the estimate of all or some specific kinds of products' sales in
future time[1]. In full consideration of the various factors affecting the future and
based on the combination of the enterprise's performance, It is a feasible sales target
proposed through a certain analysis method. For factors that affecting the product
sales are complicated, such as factors come from internal and external of enterprise,
substitution, and the change of customer's preferences, the sales of products is always
changing. Therefore, sales forecast itself is a complicated multi-factor and multi-layer
system. This system has known information as well as unknown information, so it is
extremely difficult to construct an accurate sales forecast model. According to the
grey system theory, we can use the time sequence already known to find out useful
information, using its dynamic memory characteristic to establish grey model and to
find and reveals the message inside the system, so as to avoid the research of complex
systems and the relationship between internal factors.

For grey prediction is a GM(1,1) model based forecast, the solution of GM(1,1)
model is an exponential curve and its predicted geometrical graph is a relatively
smooth curve, this makes it less useful when the time series fluctuate a lot. Markov
probability matrix is a random dynamic system oriented forecast model. It is based on
the probability of transfer between state to predict the future development of the
system. The probability of transfer between state is a reflection of the influence from
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random factors, which reviews the internal connections between different states.
Therefore, Markov probability matrix forecast model can be used to deal with
prediction of random time series with high volatility. Through the above analysis,
Grey-Markov forecast model, which is a combination of grey GM(1,1) and Markov
probability matrix forecast model, can make full use of historical data and greatly
improve the predict precision of random time series with high volatility, as well as
improve the prediction results[2].

2 Model Construction
Details about model construction are described down below.
2.1 Constructing GM(1,1) Model

1) Data accumulation
Assuming the original data sequence is:

0 0 0 0
X( ) = {X( )(1)’X( )(2)’."’){( )(n)}
After one time accumulation, we get a new data sequence:
1 1 1 1
X( = {X( )(1)9X( )(2)""9X( )(n)}
Each number of the sequence is calculated according to the following formula:

k
xV )= x" ),k =23,n

i=1

2) Model construction

After obtaining the accumulated data sequence x| the next step is to tectonic the
background values sequence :

1 1 1 1
2 ={z"(2),27(3),--,2" (n)}
Each element of the sequence can be calculated according to the following formula :
2" =x"k-D+x"®)]/2,k=2,3,---,n

The albinism differential equation of GM(1,1) model is:

dx"

dt

After discretization, we can get its discrete predictive formula:

x?K+azP &) =u,k=23,--,n )

+ax =u (D
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3) Parameter estimation

There are two unascertained parameters in the formula (2), "a" and "u". "-a" is called

. . . . . . 0
the developing coefficients, its value determines the increase rate of x@

Investigation shows that the GM(1,1) model is very precisive when the original series
change slowly and evolution parameter is tiny. Parameter u here is called the grey
value[3]. Because there is no linear relation between source data sequence, so least
square method is used for estimation. The parameter estimation formula is:

[a u]T = (BTB)ABTY 3)
Y and B here in the formula are both an indication of a matrix:
—z292) 1
(D
— 3) 1
Y =[X"2).X" @) X ", B=| 7O
-zPm) 1

4) Establish forecasting formula and error calculation
Usually, according to the parameter "a" and "u", we can establish the forecasting
formulas as follows:

xP(k+1)=x?(1)-u/a)e™ +u/a “)

From the formula above, we <can find that the following equation
1P =xP1)=xP(1)is first assumed as the default known condition. Therefore

the corresponding fitting curve g0

must pass through the point (1,x"(1)) of the
coordinate plane (k, %" (k)) . However, according to the theory of least square

method, the fitted curve does not necessarily through the first data points . There is no
theoretical basis for taking 8 (1)=x"(1)=x“(1) as the known conditions. Further

more, considering x”(1) is the oldest data of the sequence, it does not have close

relation with future and is not get from the accumulation process, so it would be more
wise to abandon the traditional way of making " (1)=x"(1) as the prerequisite of

problem solving. Other data can be used as known conditions[4], such as :
P (m)=x"(m) (m=23,-,n)
then we can get a new prediction formula accordingly.
P (k+1)=[x"(m)—u/ale**™" +u/a, k=1,2,---,n 5)

This formula can be viewed as a generalized form of (4). This is because when "m"
here equals to 1, the two formula are equivalent[3]. According to the definition of
sequence x”, we know that 8@ (k+1)=%V(k+1)— K (k), combined with formula

(5) , we can get the ultimate form of prediction formula for 3@ (k).
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290 =[x" (m)-u/a](e™ ~1e*™ ©)

5) Parameter estimation
In order to get the best forecasting formula, we must first find a "m" which has the
minimum predicted bias. To begin with, according to the value of m(m=1,2,---,n) we

can get a corresponding prediction sequence:
)2;]1) = {)2;]1)(1)’ )251]1)(2), Y )251]1) (n)} k = 293" <, N

Then, according to the following formula:
€y =2 1&V(1)-x“(i))/n
i=1

We can get a mean prediction error for parameter "m". Finally, we have a mean
prediction error sequence ¢ =(g,,¢,---,&,). Before establishing the best forecasting

formula, we must select a best m from 1 to n whose corresponding prediction error is
the least among the sequence. Assuming that m=j is our final selection, then we can
build the best forecast formula like this:

)A((l)(k +1)= [X(l)( 1) —u/a]e_a(k'jﬂ) +u/a k=1,2,---,n
Accordingly, the prediction formula for RTY

VM0 =x"(j)-u/ale™ -e“" k=23,-n

2.2 Constructing Markov Model

Markov Chain is a time-discrete and state-discrete stochastic process. It has the
property of non-after effect, that is to say the state of time t is only related to previous
state, and it has nothing to do with states of other time. A n-rank Markov Chain is
determined by a n-size state collections and a group of state transition probability.
This random process can only be in one state in a time. If it was in state Si at time t, it
will transfer to state Sj at time t+1 in probability p. According to the transferring
probility between different states, the Markov Chain can help to predict the
developments and changes of the system's future.

1) State division
Taking curve % (t) as the base, the whole coordinate plane can be divided into a

number of parallel strip area, each strip is an indication of a state. The curve itself also
reviews the changing trend of the original data sequence. For Markov Chain that has
clear state boundaries, traditional state division method is selecting several constants
as boundary. However, for those states that keep changing as time goes on, the
boundary is also changing[5]. When original sequence is an unstable random one, we
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can divide them into k groups, remembered as E,E,,---,E, . Each state is constructed
according to standards like this:

E, €[E, ,E ] (E, =3P +e,X, B =8P () +e,X i=12,---n)

iL> i

X here is the mean value of the original data sequence. There is no clear limitation on
the assignment of €,; and €,, , usually, information we know about the object that is
going to be predicted and some personal experience can help to find a better solution.

2) Constructing state transition probability matrix
The formula for state transfer probability calculation is:

Pij(m):Mij(m)/Mi (1,j=1,2,---,k)

M; (m) is the number of original data that transfer to state E, fromEi after a m-step
state transferring, M. is the number of data that belongs to the group of E.. P, (m)
shows the probability of changing to state E, fromE, after a m-step state transferring.

With the help of the above definition, we can construct a state transferring probability
matrix like this:

p,(m) p,@m) --- p,(m)

P(m) = p21:(m) pzz:(m) ka:(m)

pu(m) p,(m) - p,(m)

This matrix is a reflection of the law of transfer between states. With the help of
transferring probability matrix, if we already know the current state, then the future
state of the system can be predicted. The transferring probability matrix is constructed
according to historical data, some further modification is needed to cope with
accidental changes in future better.

3) Getting the predicted result
If the future state of the predicted object after state transfer is determined, so it the

changing interval of predicted value. Assuming E, will be the next state, then we can
know that its changing interval is [E, ,E,.]. So the middle point of this changing

interval can be selected as the final predicted value: 8@ (i)=(E, +E;)/2-

3 Model Application

For a better understanding of this improved Grey-Markov algorithm, we take a glass
firber company's sales data as an example to illustrate the application of the
algorithm. The following table shows the company's sales performance from July
2007 to August 2008.
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Table 1. Sales Performance From July 2007 To August 2008

1 (Jul) 2 (Aug) 3 (Sep) 4 (Oct) 5 (Nov)
3526.2221 4791.2718 4883.866 4850.5931 4813.0319
6 (Dec) 7 (Jan) 8 (Feb) 9 (Mar) 10 (Apr)
4932.1256 4703.7828 5436.3688 5357.2408 5299.4797
11 (May) 12 (Jun) 13 (Jul)
5081.8351 5036.52 4917.0305

3.1 Constructing Optimal GM(1,1) Model

To construct optimal GM(1,1), we have to determine the best "m" value. In this
example, the value of "m" can change from 1 to 13, according to formula (5) and the
definition of mean prediction error, we can get the following mean prediction error

table.

Table 2. Mean Prediction Error(%)

1 (Jul) 2 (Aug) 3 (Sep) 4 (Oct) 5 (Nov)
4.6795 4.6842 4.6927 4.6862 4.6644
6 (Dec) 7 (Jan) 8 (Feb) 9 (Mar) 10 (Apr)
4.6507 4.5948 4.6342 4.6519 4.6514
11 (May) 12 (Jun) 13 (Jul)

4.6118 4.5575 4.4794

From table 2 we find that when m=1, the corresponding mean prediction error is not
the optimal one. So, assuming X" (1) =x" (1) as known condition, the predicted result
of GM(1,1) model is not necessarily what we want it to be. However, when m is equal
to 13, the predicted value we get from GM(1,1) model is more closer to true value,
and the mean prediction error is only 4.4794%. Obviously, 13 is the best choice we
can make. Therefore, we can make the conclusion that the GM(1,1) model
corresponding to m=13 is the optimal one. This optimal GM(1,1) is:

RV (k+1)=[x"(13)—u/ale™ " +u/a (7

3.2 GM(1,1) Prediction

In order to be more intuitive, some reduction is needed for formula (7). The final
result obtained is shown below.

£ (k) =[x"(13)-u/al(e™ ~1)e*"? ®)

According to formula (8), the predicted values we can get from it and some other
related data are listed in table 3.
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Table 3. Optimal GM(1,1) Model Prediction Result

Oct Nov Dec Jan Feb
True Value 4850.5931 4813.0319 4932.1256 4703.7828 5436.3688
Predicted Value  4915.6529  4903.4103 4843.9218 4921.8508 4791.5540
Prediction Error 1.3413 1.8778 -1.7884 4.6360 -11.8611
Mar Apr May Jun Jul
True Value 5357.2408  5299.4797 5081.8351 5036.52 4917.0305
Predicted Value  5152.4804  5307.4495 5378.3228 5336.6196 5287.0021
Prediction Error -3.8221 0.1504 5.8343 5.9585 7.5243

3.3 State Division

The average monthly sales of this company from October 2007 to July 2008 is
X =5042.80083 . According to the actual situation, here the original data sequence can
be divided into four different state.

E, :E, =891)-0.08xX;E,, =% (t)—0.04x

E,:E, =891 -0.04x;E,, =x“(1)

E,:E,; =3t By =X (0+0.05x

E,:E, =Pt +0.05x;E,, =XV () +0.13x

3.4 Constructing State Transition Probability Matrix
According to the above state division standard, the company's monthly sales
distribution from October 2007 to July 2008 is:E1 =3,E,=3,E,=2,E, =1, and the

sales of July 2008 is selected as the prediction target. The number of data that transfer
from state E, to E , E, , E, and E, after one step transition

are:M, =2, M,,=0. M,;=0, M, =1. With the help of state transition probability

formula Rj(m) = Mij(m) /Mi , we can know that the probability value of transferring

from stateE, to E,E,,E, and E, after one-step transition are P,=1,P,=0,P,=0,
P, =0. Similarly, we can get other state transition probability value. Finally, we can
construct a one-step transition probability matrix using those probability values.

23 0 0 13
0 1/3 13 13
13 13 13 0
0 0 1 0

P(l)=

3.5 Get the Predicted Value

The state of June 2008 is E,, according to the above transition probability matrix, we
can infer that the most probable state of July 2008 is E,. Therefore, we can predict
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that the sales volume for July 2008 is approx (E, +E,,)/2=5034.0516. Comparing

to the real sales volume of July 2008, the prediction error is just 2.38%. Similarly,
with the help of transition probability matrix, the predicted sales volume for August
2008 is approx 5008.0516.

4 Summary

Grey-Markov prediction model, which both have inheritaged the advantages of grey
prediction and Markov model, can make full use of the information based on
historical data for sales forecast. Using the forecast curve of Grey GM (1,1) model to
reflect the general development trend of products sales, and then find the next most
probable state with the help of Markov model, analysis shows that the predicted value
of Grey-Markov model is very precise and accurate when predicting with random
time series with high volatility. At the same time, this article is also a proof that there
is no positive connection between the first element of original time sequence and the
GM(1,1) model.
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Abstract. Vehicle mass is an important parameter which is utilized in the
vehicle dynamics control system. This paper proposes a new mass estimation
algorithm for four in-wheel-motor drive vehicle, based on the accuracy and
availability of driving torque and wheel speed signals. The algorithm estimates
the vehicle mass and the driving resistance simultaneously using the recursive
least square method with multiple forgetting. The results with experimental data
show that the estimated values converge rapidly and the mass can be estimated
with good accuracy.

Keywords: mass estimation, in-wheel-motor, electric vehicle.

1 Introduction

The importance of vehicle mass estimation has lead to considerable research in this
area in the past few years [1]. Different approaches have been proposed, and most of
them could be classified into two groups: sensor-based and model-based estimation.

Sensor-based methods, mainly concentrating on suspension dynamics (such as
LVDT), provide an excellent opportunity for mass estimation [2]. As convenient as
these ways are, the equipment of these special sensors may lead to higher price of an
individual vehicle.

Model-based methods use a vehicle dynamics model, together with data (e.g.,
vehicle speed, engine torque) from the vehicle CAN-bus, in order to estimate
unknown system parameters. In longitudinal dynamics model, the mass, longitudinal
forces and acceleration are linked by an algebraic relationship. Ardalan Vahidi [3][4]
proposed a recursive least squares with multiple forgetting estimation algorithm to
reflect a time-varying road grade and a constant mass. Michael L. Mclntyre [1]
proposed a two-stage approach for the estimation. In the first stage, a least-squares
estimator is developed to estimate the vehicle mass and a constant road grade. And
secondly, a nonlinear estimator is developed to provide a more accurate estimation of
the road grade. Vincent Winstead [5] developed an active on-line estimation scheme
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for road grade and vehicle mass. The scheme combines an Extended Kalman Filter to
generate on-line parameter estimates and a Model Predictive Controller to enhance
parameter identifiability. Limitation in such method is to estimate accurately with
variable road slope. Hosam K. Fathy [6] has designed a mass estimator based on the
proposition that when the motion is predominantly longitudinal, the resistances can be
ignored in the high-frequency component. But the effectiveness of obtaining the high-
frequency component is needed to be discussed. However, the variability of the
driving resistance under different road conditions hasn’t been taken into
consideration.

This paper proposes a new algorithm for a four in-wheel-motor drive vehicle.
Containing the road gradient information in the measurement of the longitudinal
acceleration sensor, the algorithm takes both vehicle mass and driving resistance as
unknown parameters. And a test with several experimental data is carried out to prove
the effectiveness of the algorithm.

2 Mass Estimation Algorithm
Once the vehicle starts, the vehicle mass can be regarded as a constant, so after the

estimation ends during a standing start process, the result of the mass estimation will
be kept until the vehicle stops. The flow chart of the algorithm is shown in Fig.1.

4 Driving torques

‘ 4 Wheel speeds Read in signals

Acceleration

Filter signals

Starting time> 0.3s

Mass estimation
process

Estimated values of mass
are convergent

Output estimated
mass

Fig. 1. The flow chart of the mass estimation algorithm
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2.1 Vehicle Dynamics

The vehicle longitudinal dynamics model is shown in Fig.2. The wheel rotational
dynamics model can be presented in the following form:

‘,wd)i :n_EViR_FriR (l)

sumup i=1,2,3,4,and F, =) F, ., F, =Y F, = mgcosf , then:

FX=Z[ L=0u® ) Mgeos )

where i =1,2,3,4 represents different wheels of the vehicle, J is the rotary inertia of
each wheel, @, is the rotational speed of each wheel, 7, is the driving torque, F,is the
longitudinal force, F,, is the rolling resistance, Ris the radius of the wheel and g, is
the rolling resistance coefficient.

Fig. 2. The vehicle longitudinal dynamics.

The vehicle longitudinal dynamics model can be presented in the following form:
My =F —F, - Z[ I l] 1, Mg cos B—Mgsin f— TC (3)

where F, is the gradient resistance, F, is the aerodynamic resistance, f is the road

gradient, C, is the drag coefficient and A is the frontal area.

The acceleration sensor can be used to calculate the tilted angle [7], therefore the
measured acceleration comprises both the acceleration of the movement and the
acceleration of gravity along the road slope:

asenmr,x = f)x + g Sin ﬂ (4)

Using equation(4), equation(3) can be transformed into :

4
1
Z[ L ’]—Mam,,x + 1, Mg cosﬂ+@CdAv§ Q)

i=

. 1 . .
if F,=uMg cosﬂ+mCdAvf , equation(5) can be rewritten as:



T 1.0
Ll =Ma,,, +F, 6)

i=1

2.2 Recursive Least Square Method with Multiple Forgetting
The equation(6) can be written in the following linear parametric form:

y=9¢'6 (7
where ¢:[¢l,¢2] , 0=16.,6,] , =M , 6,=F, are the estimated parameters,
y= Z[ it ’] B =y » ¢ =1. Using the classical form of the least square

method, the solution of the recursive least square method with multiple forgetting [3]
can be deduced:

L (k) = R (k=g (k)(4 + ¢ (k)P (k =1 (k))™

(k) = (I - L (g (k)P (k —1)% ®)
L, (k) = P,(k =1)g, (k)(4, + @) (k)P,(k =1, (k)"
T 1 9
B0 = - L& (DR k=D ®)
ok | [ 1 LEOGE]'| -+ LEGE -4 0 6ik-1)
. | L, (k)g, (k) 1 A . (10)
()] == 02 (k=1 + Ly () (y(k) — 6, (k) B2 (k 1))

A, and 4, are forgetting factors. The initial value of P, and P, should be large enough

(1x10%), the initial value of g’l should be close to the common mass, the one of

6 should be close to the common driving resistance.

2.3 Convergence Determination of the Algorithm

Once the estimation starts, the values of estimated mass are sampled every ¢ second,
we store only the last n values, and calculate the variance as follows:

m;,—m.,

Y

where 71, is one of the values estimated mass(sample time=1¢ seconds), and /i is the
average of these last n values. When € is smaller than £, , it is believed that the values
of estimated mass are convergent, and the estimation stops. The values of 7, n
&, will be adjusted in the test.
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Fig. 3. The test vehicle with four in-wheel-motors
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Fig. 4. The experimental data includes torque signals and rotational speed signals of four
wheels, longitudinal acceleration signal of the vehicle. The vehicle starts from standing, and
runs for about 100m on a flat road. The sample time is 0.02 second.
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3 Results with Experimental Data

The data we used is obtained from the preceding test of a four in-wheel-motor drive
vehicle (Fig. 3), and the specification of the vehicle is shown in Table 1. The
experimental data is shown in Fig. 4.

The reasonable choose of 4 and A, will be beneficial to the accurate estimation.

After lots of simulations, we choose 4, =0.98, 4 =0.95. The estimation process of

test 1, 2, 3 is shown in Fig.5, 6, 7. The estimated results are shown in Table 2.

Table 1. Specification of the test vehicle and the in-wheel-motor.

Item of vehicle Value Item of in-wheel-motor  Value
total vehicle mass 1070kg rated power 2.5kW
height of the CG 380mm peak power 7.5kw
distance between CG and front axle  1080mm rated torque 55.7Nm
distance between CG and rear axle  1220mm peak torque 167Nm
wheel base 2300mm max speed 1250rpm
vehicle tread 1200mm rated voltage 120V DC
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Fig. 5. The estimation process with a vehicle mass of 1130kg: ¢, =0.065 , n=6 . The estimation

lasts from 0.3s to 0.86s, the time of the estimation is 0.56s. The final estimated mass is 1156kg
with the estimated error of 2.30%.
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Fig. 6. The estimation process with a vehicle mass of 1184kg: 1, =0.06s , n=6. The estimation
lasts from 0.3s to 0.74s, the time of the estimation is 0.44s. The final estimated mass is 1168kg

with a error of 1.35%.
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Fig. 7. The estimation process with a vehicle mass of 1239kg: 1, =0.06s , n=6. The estimation

lasts from 0.3s to 0.8s, the time of the estimation is 0.5s. The final estimated mass is 1273kg

with the estimated error of 2.74%.
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Table 2. Estimation results with different vehicle masses.

Vehicle Mass/kg  Estimated Mass/kg Error Time of Estimation/s
NO.1 1130 1156 2.30% 0.56
NO.2 1184 1168 1.35% 0.44
NO.3 1239 1273 2.74% 0.5

The estimation processes are smooth and steady, and estimated values convergent
rapidly. The time of the estimation is less than 0.6s. When the vehicle mass increases,
the estimated Resistance becomes larger as the real resistance increases.

4 Conclusion

This paper has proposed a vehicle mass estimation algorithm for four in-wheel-motor
drive vehicle. Containing the road gradient information in the measurement of the
longitudinal acceleration sensor, the algorithm takes both vehicle mass and driving
resistance as unknown parameters. Results with experimental data show that the
estimated values convergent rapidly, the maximum estimated error is less than 3%,
and the maximum time of the estimation is less than 0.6s. The algorithm performed
effectively.
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A Method of State Diagnosis for Rolling Bearing Using
Support Vector Machine and BP Neural Network
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Abstract. By utilizing the SVM and neural BP network, a method of state
diagnosis for rolling bearing is presented. The SVM is used to establish a
classifier for the normal and fault state, then two kinds of samples caused by the
distinct states are trained to judge whether the rolling bearing is normal or false.
If the rolling bearing is in the fault state, all the fault samples were trained by
the classifier composed of BP neural network to recognize which fault state it is
in, otherwise, the state diagnosis is finished. The final experiment results show
that the proposed method can diagnose the fault type more quickly and
effectively in the small sample circumstances compared with the one using the
BP neural networks solely.

Keywords: Support vector machine; BP neural network; State diagnosis;
Rolling bearing.

1 Introduction

The rolling bearing is the most widely used standardized components in the
mechanical equipment and one of the most easily damaged machine parts [1, 2], so its
running status is directory related to the equipment performance of the whole
machine. In the continuous production enterprise, rolling bearings is used extensively
in the vital parts of the rotating equipment. According to the statistics, about 30% of
the mechanical failure is due to the result of the damage of the rolling bearings in the
rotating machinery using the rolling bearings. Therefore, there is extremely vital
significance of the rolling bearing condition monitoring and fault diagnosis.

The most common method of the rolling bearing fault diagnosis is to make a
correlation analysis of the bearing vibration signal, such as resonant demodulation
method, the inverse spectrum analysis technology, the wavelet analysis, etc. In recent
years, artificial intelligence is used more and more widely in the bearing fault
diagnosis, such as using the highly nonlinear characteristics of the neural network and
distributed storage, self-organizing and fault-tolerance properties of the information to
establish pattern classifier for fault state classification, the expert system based on
neural network for fault diagnosis, the dynamic prediction model for fault forecast.
The RBF is used to establish the mapping relationship between the characteristic

M. Zhu (Ed.): Electrical Engineering and Control, LNEE 98, pp. 127-134.
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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vector and fault mode to diagnose the fault of the rolling bear [3] In addition, the
combination of the neural network and the wavelet transformation, genetic algorithm
and so on is also often used in the mechanical fault diagnosis, but because neural
network belongs to the large sample study method, it possesses the disadvantages of
large amount of calculation, causing excessive learning extremely easily when the
training sample size is small, easy to fall into the local extreme value pole, not easy to
find the best weights, lacking the theoretical basis to determinate the number of the
neurons in the hidden layer and the choosing of it is subjective, so sometimes the
diagnosis effect of using the fault diagnosis system set up on the neural network is not
good.

The Support Vector Machine (SVM) is a learning algorithm for limited samples
designed based on the statistical learning theory, structural risk minimization principle
and VC Dimension (Vapnik Chervonenks Dimension) theory. It solved the problem of
little sample, nonlinear, local minimum etc and provides a new way for the intelligent
diagnosis which has been restricted because the lack of large fault samples. Yang
Zhengyou etc found that, in limited fault sample conditions, SVM classifier had better
classification performance than BP neural network classifier [4]. So there will be
obvious advantages if it is applied to the rolling bearing fault diagnosis. The diagnosis
model established on the combination of SVM and the BP neural network under the
small fault samples was used in rolling bearing state diagnosis in this paper and
achieved good diagnosis effect.

2 Support Vector Machine Classifier Principle

Support vector machine (SVM) is to construct the optimal hyperplane in the sample
feature space to make the distance between different samples which nearest to the
hyperplane largest and then reach the biggest generalization ability [5]. In linear can

divide case if given the training sample points: (X,Yy,) ...,

(x,y,).x,€R", y,€{-1,+1}, [ stands for the sample number and 7 input

dimension. There will be a separating hyperplane which makes these two types of
samples separate completely. A splitting plane is constructed in the feature place and
it is described as:

w-x+b=0 (1)

This makes
(w-x)+b20 y,=+1
{(w-xl.)+b<0 y. =—1

1

< ylw-x,)+b] 21 )

where i =1,2,...,1.
According to the related theory, this problem can be transformed into solving

. 1 .
quadratic programming which made min ¢(w)=5HwH2 the smallest. Quadratic
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optimization function ¢(W) and the linear constraints (2) constituted a quadratic
programming problem, and this could be solved by Lagrange multiplier method.
When we introduce the Lagrange multiplier: @, = 0,1 =1,2,---,1, there is:

L(w b,a ——||w|| Za xw+b) 1] 3)

The solution of the constraint optimal problem is determined by the saddle points of
the Lagrange function [6]. For this function, W and b must be minimized and @ must
be maximized first, and then through the original problem under the variable linear
divisible condition the problem became a dual problem, finally, we can calculate the
optimal weight vector and optimal partial values through solving the maximum of the
following formula.

[

1 [ 1
max Q(a z —EZZaiajyiijixj 4)

i=1 j=1 i=l

The satisfying constraint condition of the Lagrange multipliers is as follows:

i
zaiyizo’aizo &)

i=1
In linear inseparable cases, the linear inseparable problem turned into linear divisible
problem through using kernel function K (xi X ) in the optimal classifier plane. And

then the sample X is mapped to High-dimensional Hilbert space where the linear
classification after the nonlinear transform can be realized though using the linear
classifier but the complexity did not increase, so the objective function is as follows:

L1

Z_‘,a ——ZZa vy Klxx;) ©)

= ]:l i=l

The satisfying constraint condition of the Lagrange multipliers is as follows:

[
Zafyf =
i=1

0<aq <C

)

The C here is a penalty factor to control the punishment extent to the misclassification
sample. Then the corresponding classification turned into follow

[
f(x)zsgnZyiafK(xi,xj)+b* (8)

i=1
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The al.* here is the optimal solution. The polynomial kernel function, RBF kernel

function and S form (Sigmoid) kernel function are the commonly used kernel
functions.

3 The Extraction of Rolling Bearing State Feature

The vibration signal is the research object of the fault diagnosis in this paper. The
normal state, inner ring fault state, outer ring fault state, roller fault state and retainer
fault state of the rolling bearing operation state are selected. Some characteristic
parameters which can reflect the bearing state are extracted and analyzed. They are used
as the characteristic quantities of the bearing’s working state to train and learn and at last
to achieve the purpose of state recognition. The characteristic parameters chosen here
are: Amplitude domain statistical characteristic parameters mean square 10Ot

value( rms ) , Kurtosis coefficient( Kv ) ,Peak coefficient ( Cf ) , Demodulation

amplitude ( Er ) and the characteristic value of the inner ring ,outer ring, roller and
retainer in the frequency domain feature parameters of demodulation
spectrum( Spo , Spi , Spb , Sph)). The experimental data is an actual data which from

a railway vehicle bearing, the bearing number is 197726. Details please refer to
reference [7]. In the literature, the fault diagnosis of the rolling bearing has been realized
and a relatively good result also has been achieved through BP neural network method.
It is conducted when the total training sample are 54, including normal for 43 and fault
for 11. In order to improve the efficiency of the diagnosis and reduce the number of the
training sample, the combination of the SVM and the BP network method is tried in the
diagnosis of the rolling bearing state. The data in table 1 is part of the data in the

Table 1. Bearing characteristic parameters of the training sample in different states

Fault

type rms Kv Ccf Er Spo Spi Spb  Sph
0.1454 02051  0.5452  0.1205  0.0469 0.0898  0.0860  0.1204
0.1975 0.2595  0.5838  0.5004 0.0496  0.2281 0.1130 1.0000
0.1209 0.4380  0.8463 0.3734 0.0425  0.0904  0.4287  0.0883

Sort 0.2086  1.0000 1.0000  0.2558 0.5796  0.1153 0.1479  0.0830

B 0.0482 0.7666  0.9471 1.0000 1.0000  0.1555 0.1067  0.0661
0.2123 0.6208 09176  0.1193 0.4045  0.1453 0.0860  0.1169

Sort 0.1191 0.1528  0.4867  0.9727 0.0568  1.0000  0.0944  0.0887
0.4725 0.2287  0.5725 0.1631 0.0339  0.6586  0.1187  0.0627

Sort
A

c 0.2598 0.4771 0.8405 0.0918 0.0652  0.7672 0.1217 0.0332

Sort 0.3899 0.1825 0.4941 0.6669 0.0634  0.0705 1.0000 0.0408

oDr 0.1786 0.5067 0.8811 0.0630 0.0252  0.1125 0.6110 0.2238

1.0000 0.1756 0.5594 0.8733 0.0732  0.1104 0.4449 0.0586

S(I::rt 0.5796 0.2825 0.6874 0.2271 0.0299  0.3143 0.1502 0.0693
Sort

F 0.3766  0.2621 0.6588  0.7661 0.1287  0.1090  0.1239  0.5003
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literature where when training completely using the BP neural network method. All
these data are normalized, so they are representative and can reflect the various states
of the bearings. The data of sort A in Table 1 represents the bearing working in normal
condition, sort B the inner ring fault state, sort C the outer ring fault state, sort D the
roller fault state, sort E the comprehensive faults state and sort F the retainer fault
state.

4 State Diagnosis Model of Rolling Bearing

SVM is designed to solve two clustering problem. It can effectively solve the small
sample learning problems, but the classification problems it often encountered are the
Multi-cluster problems. There are four main methods to solve SVM multi-
classification problems now. They are “One against One” clustering method, directed
acyclic graph SVM method, “one against all” clustering approach and “half against
half” clustering method.

In which, “One against One” clustering method constructed C kz decision functions
between fault types among the k fault types. The SVM decision function is trained by
the two corresponding fault samples. Then the trained k (k - 1) / 2 two types of

classifiers are able to be tested by data input. The commonly used method is Voting
method. If a group of data need to be tested, they should to be input to

the k (k —1) / 2 classifiers successively, 1 will be added to the classifier which the

test result shows the type it belongs to, the type of the testing data is determined by
the type of classifier which has the highest vote number in the end. The number of the
classifiers increases dramatically as the number of categories increases, it will result
the Gate-level increased and the training and test speed reduced. If the two types get
the same votes, it is hard to determine which kind they belonged to. Generally
speaking, when the fault type is not so much, or the number of constructed classifiers
is not so much, this kind of method is of superiority performance [8].

The directed acyclic graph SVM method generated the k(k —1) / 2 classifiers

through one-on-one arbitrary combinations method of the k fault types in the training.

All of the classifiers make up directed acyclic graph when classified. It consists of
C kz nodes and k leafs. Each node is a classifier. Classification can be completed only
by k-1 steps [9].

“One Against all” clustering approach needs k two kinds of classifier to solve the
classification problem of k fault types. If the training target of i kind classifier is
defined as positive class, target outputs of the other sample data will be the negative
classes. Calculate the Decision-making function value of each classifier separately in
the training, so the category with the biggest function values is the type of the tested
sample. So the category with the biggest function values is the type of the tested
sample. The advantage of this method is that the number of the classifiers is equal to
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the number of categories, the number is relatively less and the classification speed is
faster. However, its shortcoming is that all the k samples have to participate in the
operation to construct each category classifier. Based on the principle that all the
classifiers must have a maximum output, there will be erroneous judgment when
testing sample does not belong to any kind of training sample [10].

Since the bearing is running in normal condition most of the time, if the normal
state can not be told from fault state correctly, or made classification mistakes, it may
cause a great lose. So in order to improve the efficiency of fault identification, a state
diagnosis model for the rolling bearing using the method of the combination of SVM
and BP neural network was proposed in this paper. In this mode, “One Against all”
clustering approach was chosen. Firstly, as the SVM has the advantage of solving the
small sample question better, the SVM is used to establish a classifier for the normal
state and all the fault state on the basic of they are taken as two kinds, and the training
is made to the two kinds of samples. During the training, the output of normal state is
defined as 1, and the output of fault state is defined as-1. The second classifier
consisted of BP networks and it is set up by all fault samples to train and study. Thus
the rolling bearing fault diagnosis model is constructed by the combination of SVM
and BP neural network. Testing began when the two classifiers had been set up and
the testing data are showed in table 2. The fault type represented by the fault category
in table 2 is as the same as table 1, in which, because there is no test data, sort E and
sort F are revised based on the sample data. At first, the data in chart 2 are put into
SVM classifier, then the target output of testing sampleis (1 1 1 -1 -1 -1 -1 -1 -
1 -1 -1 -1 -1 -1) .Itis perceived that the method is able to distinguish the fault
state from free-fault state correctly. If the target output is 1, the bearing is normal and
the diagnosis ended. If the target output is -1, a BP neural network classifier began to
work to check the kind of fault diagnosis.

BP network state classifier is designed by 3 layers in BP network. There are eight
corresponding characteristics, so there are 8 nerve cells in the input layer. Test result
show that adopting 31 inter layers neurons is able to get the best effect. The output
layer has 5 neurons. The transfer function of hidden layer neurons is S-type tangent
function and the transfer function of output layer neurons is S-type Logarithmic
function. Finally, the corresponding target output of each state should be defined. (0,
0, 0, 0, 1) is used to represent inner ring fault or sort B, (0, 0, 0, 1, 0) outer
ring fault or sort C, (0, 0, 1, 0, 0) roller fault or sort D, (0, 1, 0, 0, 0)
resultant fault or sort E and (1, 0, 0, 0, 0) cage fault or sort F. So the network is
trained by the few samples in table 1. Then the test output is produced by the defective
test sample in table 2. The output shows in table 3. Results indicate that the proposed
method is able to classify the various faults. If the sample is tested only by BP
networks directly, it is tested not to be able to classify the states correctly and the test
time is long relatively.



A Method of State Diagnosis for Rolling Bearing Using SVM 133

Table 2. Characteristic of the testing bearing sample in different conditions

Faulttypes rms Kv ~ Cf Er Spo Spi Spb Sph

0.2686  0.1566  0.5070  0.2394  0.0637 0.0986 0.2829  0.0696
Sort A 0.1389  0.1739  0.5407 0.0649 0.0505 0.1025 0.0664  0.0820
0.2220 0.2048 0.5700 0.1296  0.0445 0.0790 0.0789  0.0849
0.4070 0.1626  0.5175 0.0903  0.3865 0.0734  0.0800 0.0409

Sort B 0.1920 0.5444 0.8499 0.5326 0.3365 0.1064 0.2075 0.0735
Sort C 0.1440 0.4256  0.8303 0.2298 0.0391 0.8399 0.0808  0.0435

0.1966  0.5643  0.8401  0.1584 0.0341 0.8956  0.0849  0.0862
Sort D 0.4532 0.2113  0.6005 0.1904 0.0471 0.0826 0.6234  0.1447

0.5934 0.1636  0.5133  0.2138  0.0366  0.0930 0.3976  0.0946
SortE  0.5786 0.2824 0.6974 0.2271  0.0279 0.3153 0.1582  0.0693
SortF 03746  0.2661 0.6578 0.7761  0.1287 0.1098  0.1249  0.5003

Table 3. Output of the BP network test

Fault types Desired output Actual output
Sort B 00001 0.0000 0.0485 0.0000 0.0000 0.9997
00001 0.0005 0.0000 0.0000 0.0000 0.9696
Sort C 00010 0.0000 0.0000 0.0000 1.0000 0.0000
00010 0.0000 0.0000 0.0000 1.0000 0.0000
Sort D 00100 0.0003 0.0001 1.0000 0.0000 0.0000
00100 0.0000 0.0577 0.9955 0.0000 0.0000
Sort E 01000 0.0000 1.0000 0.0000 0.0000 0.0000
Sort F 10000 1.0000 0.0000 0.0000 0.0000 0.0000

5 Conclusions

The running status of the rolling bearing is directory related to the equipment
performance of the whole machine. Because rolling bearings are running in the
normal state at most of the time, so in order to improve the efficiency of fault
identification, under the condition of small fault samples, SVM is introduced to
combine with the BP neural network for the diagnosis of the rolling bearing.
Compared with the fault diagnosis method of the BP neural network, the presented
state diagnosis method lowers the training samples apparently, applies easier
algorithm and provide higher accuracy. The proposed method provides a new
research technique to solve the fault diagnosis problems under the circumstance of
limited samples.
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Abstract. With the development of Internet, large scale of images are
published and searched in the Web. How to find those related images
has been the research focus in the field of image processing. And one
of the important problems is how to efficiently rank the image search
results. In this paper, we present a learning to rank model named as
RLM-AVF (Visual Features based Ranking Learning Model), which is
based on the large margin method, under the framework of structural
SVM(Support Vector Machine). Firstly we incorporate the visual fea-
tures into the ranking model together with related textual features. Then
an optimal problem of learning the ranking parameters based on the
large margin method is schemed. Finally the cutting plane algorithm is
introduced to efficiently solve the optimal problem. This paper compared
the performance of RLM-AVF with the textual ranking methods using
the well-known learning to rank algorithms and reranking methods. The
experimental result shows that RLM-AVF performs considerable search
efficiency than the other algorithms.

Keywords: Image Search, Learning to Rank, Visual Reranking, Visual
Feature.

1 Introduction

A large scale of images are publishing at WWW/ and how to find those related
images has been the research focus. One of the most important problems is how
to rank those image search results efficiently. In this paper, we would choose
the learning to rank model to rank the search results, and present the most
similar images (i.e. the top ranking results) to the users. Learning to rank is
a type of supervised or semi-supervised machine learning problem, which aims
to automatically construct a ranking model from training data. This training
data consists of lists of items with some partial order specified between items
in each list. Most of the research work on image search are based on textual
learning to rank algorithms, like RankSVM[I], ListNet[2]. Or based on visual
reranking algorithm, such as Visual Rank[3], Bayesian Reranking[4]. Textual
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learning to rank algorithms would apply the related textual information tagged
on the images, such as the title, label, and the context web information on
the image, to rank the image search results. Whereas these textual information
includes the noise, uncertain, and even wrong tagged information, which would
certainly reduce the accuracy of the ranking results. Visual reranking algorithm
adds a separate reranking step based on the preliminary results searched with
the textual learning to rank algorithm, which aims to promote the accuracy with
the visual features of the images. Whereas the reranking step would enhance the
errors if the preliminary results are overfitting and offset imported from the
training sets.

In our option, the visual features would not help to efficiently promote the
performance for the preliminary ranking model. In this paper, we analyze the
shortcomings of these two approaches, and combine the advantages of the textual
features and the visual features based learning to rank algorithms. We then
scheme a novel learning to rank model named as RLM-AVF (Visual Features
based Ranking Learning Model) to solve the ranking problems of image search
results.

2 RLM-AVF: Learning to Rank Model for Image Search

2.1 The Construction of the RLM-AVF Model

RLM-AVF is a model that applies image visual features for the learning to rank
algorithm based on textual features of image search results.

Assume we would learn to rank with the given search set (). For each query
¢' ={a" vyt € Q,y" = [y}, ..., yk:] € T, we define it as the ranking scores of
manual label for each query ¢* on the all of the images. N* is expressed as the
corresponding number of the images of query ¢'. = is represented as the textual
features space, v as the image visual features space. and 7" as the ranking score
space.

The traditional ranking models only consider the textual features. That means
for each query with textual feature 2%, the ranking function would be defined as
follows:

y = f(z') = argmaxyer F(z', y; w) (1)

In the above function, z = [z},..,2%,] € x is the textual features of the
query/image pairs, w is the ranking parameter trained from the given training
set. The function F = (z°,y;w) can be defined as F = (2%, y;w) = wly(z?, y),
where 1 (z*, ) maps the textual features z* and ranking prediction results y into

the real number. For example, 9(z¢,%) can be mapped as Zjvzl x;'-yj.

Based on the above model, we add the visual features into the learning to rank
model based on the textual features. Intuitively for each query, similar images
have the characteristics of the same vision. That means the similar images would
have approximately same ranking results.

With this assumption, we expect that our ranking results should have the same
homogeneity of the visual features in addition to the similar textual features. So
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we provide a visual features based learning to rank model combining the visual
feature as follows:

¥ = argmaxyer F(2', 0", y; w)
= argmaxyer w ' P(x,y) =73, et Gion (Y — Yn)® (2)

Where v’ = [v}, ..., v};] € v represents the visual features of the images.

7 > 0 is a parameter to balance the value between the score prediction item
wT(x?,7) and visual homogeneity item Zﬁn:l G (Ym — yn)?.

(" is a matrix that aims to measure the similarity between each pair of images,
which can be defined as the follows:

Gt = Sim(ve,, vi,) if v is the KNN (k-nearest neighbors) of vt
else G, = 0 if v}, is not the KNN (k-nearest neighbors) of v, . (3)

Where Sim(ve,,v!) is the similarity between v}, and v¢ , which can be measured
by the vector space distance of these two images.

According to the above function, G’ is a sparse matrix applied with KNN
policy. The minimum value of visual homogeneity item would make those similar
images labeled with the similar prediction results. This is because those similar
image pairs would have the bigger value of G¢,,,. To minimize the value of visual
homogeneity item, we should make the value (ym — ¥, )? as minimal as possible.
That means we should make the value y,, and y,, as same as possible.

With the function (3), we can compute the values of different images with
visual features and textual features. The consequent question is to rank the
search results and give a considerable computing model.

2.2 The Optimization of w in RLM-AVF Model

Given a labeled training set of @), we try to find a weighted vector w, which can
predict the ranking result of each query in @) with the learning to rank model.

We borrowed the idea of structural support vector machines and the large
margin method [5] to solve the optimization problem of the learning to rank
parameter w. They generalize large margin methods to the broader problem of
learning structured responses, which aims to learn mappings involving complex
structures in polynomial time despite an exponential (or infinite) number of
possible output values.

Thus we define the optimization problems of w as follows:

miny, % | w ||

st¥g' € Quu# Y lly =1, F(a', v’ y'yw) — Fa', 0", y;w) > 1 (4)
To reduce the noise in the training dataset, we import a slack variable to re-
duce the strong constrain of the function. Thus we can transform the above

optimization problem as the following function:
min,¢d || w |2 +02¢
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st¥¢' € Q.6 >0,y #y |y ll=1, 4 '
F(xzavz7yl;w)_F(xz7vl7y;w) ZA(yZay)_gz (5)

Where C' > 0 is a parameter to balance the values between the model complex
|w||? and the upper bound of prediction loss > &°.

A(y',y) aims to measure the loss of prediction ranking results y comparing
to the base ranking results y°.

3 Model Solutions

3.1 The Solutions of Ranking Parameter w

It’s difficult to optimize the function (5) directly for the constrained number is
almost unlimited. That means it’s impossible to compute the parameter w in a
limited time.

In this paper, we apply the cutting plane method to solve the optimization
problem. In mathematical optimization, the cutting plane method iteratively re-
fines a feasible set or objective function by means of linear inequalities, termed
cuts. Such procedures aim to find integer solutions to mixed integer linear pro-
gramming problems, as well as to solve general, not necessarily differentiable
convex optimization problems. Referring to the cutting plane method, The op-
timization algorithm to compute the parameter w is introduced as the following
steps:

1) Executed from an empty constrained set. And then executed several rounds
iteratively.

2) During each round, tries to find the most possible value § that would violate
the predict constraint under current w.

3) If the correspondent constraint for the ¢ is violated with a predefined
tolerance ¢, §j would be added into the work set W for the query ¢’.

4) Seek the best solution for the w under the current all constraints W =
U .
Theoretically the optimization algorithm would assure the convergence under
monomial iterative steps constrained by the parameter . Detailed algorithm
analysis is described in the reference [5].

3.2 Ranking Prediction

Given a test query ¢® combining the visual features with the textual features
xt, v, the correspondent ranking results of the images can be predicted by the
learning to rank parameter w. That means we would make w = w in the function
(2), and then compute the result of function (2) as follows:

~ ~ Nt
g = argmaxyer WPt y) =y Y —y Gl (Ym — yn)? (6)

Thus the optimization problem can be computed by the dual Lagrange method
and one-dimensional linear search efficiently.
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4 Experiment Evaluation

4.1 Experiment Setup

In this paper, we would choose 150 frequently used web query keywords, and
use these keyword to acquire the correspondent images from the business image
search engine. The search results of images would be used as the experiment
dataset.

In this paper, for each query ¢, we would choose the top 10 ranking images
from the search engines, i.e. we would choose 1,500 images as the experiment
dataset. The query keywords and the correspondent search result of images would
be represented as the two tuple (query, images). For each (query, images) pair,
we extract the textual features related with the query and 5 types of visual
features that irrelated with the query, includes Attention Guided Color Signa-
ture, Wavelet, SIF'T, Multi-Layer Rotation Invariant EOH, Histogram of Gradi-
ent. Each (query,images) pair would be labeled as ‘relevant’, 'notrelevant’ or
"highlyrelevant’ manually.

We compared our RLM-AVF model with those famous model, like the tex-
tual based learning to rank algorithm RankSVM, ListNet, and visual reranking
algorithm Visual Rank and Bayesian Reranking on the ranking performance.
Because the visual reranking algorithm needs a preliminary ranking result based
on the textual learning to rank algorithm, we apply RankSVM and ListNet sep-
arately as the ranking base of textual feature for each visual reranking algorithm.

0.48 —4—ListNet

~@-ListNet_BayesianReranking
=fe=ListNet_VisualRank
=¥=Ranking_SVM

=#- Ranking_SVM_BayesianReranking
=® -Ranking_SVM_VisualRank

« <+ RLM-AVF

0.43

0.41

1 2 3 4 5 [ 7 ] 9 10

Fig. 1. The Comparison Between RLM-AVF and Other Algorithms
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We got four visual reranking algorithms: RankSVM-VisualRank, RankSVM-
BayesianReranking, ListNet-VisualRank, ListNet-BayesianReranking. These al-
gorithms would be evaluated with the NDCG(Normalized Discounted Cumula-~
tive Gain) approach.

4.2 Experiment Results

We give an experiment that compares the performance between RLM-AVF al-
gorithm and other six algorithms as shown in Figure [l

We can conclude that the performance of RLM-AVF is better than other
algorithms. This experiment proves that our RLM-AVF processes the noise in the
textual features of sample images efficiently during the construction of combining
the visual homogeneity into learning to rank model, which helps to promote the
performance of the learning to rank model.

5 Conclusions

In this paper, we put forward a novel learning to rank model named as RLM-
AVF, which is proved to provide the better performance than other learning
to rank model for image search. RLM-AVF combines the visual features with
the textual features of images, and imports the lower level visual features to
promote the ranking results. So RLM-AVF has three advantages comparing to
other learning to rank algorithms:

1) RLM-AVF inherites the advantages of the visual features based learning
to rank model, that means we consider the visual features of images to rank the
results.

2) Our model can be learned in a uniform framework with the single step,
which would eliminate the error broadcast problems existing in the visual rerank-
ing algorithms.

3) We use the lower level visual features directly, which would not need the
large scale of trained visual concept tester.
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Abstract. According to the needs of water meter remote monitor system for
interoperability and security, based on WCF, a loose-coupling, service-oriented
and distributed intelligent water meter remote monitor system was designed.
With the system, the users can sell water, carry out data analysis and monitor
the water meters and so on. This system can serve to the informatization in
Water Supplies Department. The relevant techniques can be referenced by other
meters.

Keywords: WCF, Intelligent Water Meter, Asynchronous Socket, ADAM,
FusionCharts.

1 Introduction

With the development of the informatization in Water Supplies Department, the
remote monitor for water meters is become more and more important. At present, the
water meter remote monitor system in developed countries is relatively mature, while
in China water meter remote monitor system is at the early-stage. Considering the
differences in the informatization in different districts, such as the adopted web server
and operating system, the design of the system must consider the cross-regional and
cross-platform, namely interoperability; at the same time, because of the secrecy of
the information relevant to water supplies, security should be taken into consideration.
WCF (Windows Communication Foundation) is the extension of .NET Framework.
WCF provides the uniform framework for constructing secure, reliable and
transaction services. The developer can develop the service-oriented application based
on WCF. The system is intelligent water meter remote monitor system based on
WCF. The water meter can establish the bi-directional connection with the central
server. The end user can take advantage of the system to sell water, carry out data
analysis and monitor water meters and so on. The system deploys the operations as
WCEF services, so a loose-coupling, service-oriented and distributed network platform
was constructed.

M. Zhu (Ed.): Electrical Engineering and Control, LNEE 98, pp. 141-i47.
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2 Introduction of WCF

WCEF, a group of application developing interfaces for data communication, was
developed by Microsoft. The communication ways between both sides was defined by
the contract. The communication methods obeyed by both sides were enacted by the
protocol binding. The security during the communication was implemented by
security layer. The contract was embodied by the interface while the actual service
must derive from the contract. That a WCF client uses a proxy to access service is

showed in Fig.1.

Service Discription 0

Service

. (O Binding
b essage

Service

Contract

implemention

7 Port
Proxy @ {O—rBinding

Service

Contract

implemention

Fig. 1. A WCEF client uses a proxy to access service.

3 Architecture of the Intelligent Water Meter Remote Monitor

System Based on WCF

The overall architecture of the intelligent water meter remote monitor system based
on WCF is illustrates in Fig.2. WCF services were deployed in WebHost, while
website was deployed in WebApp. WebApp invokes the relative service by the proxy

WCEF Service Proxy < WCF Communication

WCF Service Host <

Webapp  WCF Ploxy Channel

| @

GPRS Water Meter ~ Data Reception Model

Fig. 2. This shows a figure of the architecture of the intelligent water meter remote monitor

system based on WCF.

@

WCF Service  WebHost
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WCFProxy. For the communication with the water meters, the data reception model
was deployed for listening and receives the message through GPRS from water
meters, and then data reception model accesses WCF service to accomplish the data
exchange between the server and water meters.

4 Design and Implement of the Intelligent Water Meter Remote
Monitor System

4.1 Design and Implement of Communication with Water Meters

In the system, the communication between the server and the water meters is
accomplished by asynchronous socket. Without adopting the multithreading
technology, synchronous socket may block after listening the connection, not suitable
for high concurrent accesses. If adopting multithreading technology, when many
water meters established connections with the server simultaneously, the server needs
to create many threads to handle the connections, as a result, much resource in server
would be consumed and even to cause the loss of package. Considering all above
questions, asynchronous socket was adopted to handle the communication.

In the system, Class SocketAsyncEventArgs in .NET was used to implement the
asynchronous socket. The class was especially for the design of application in need of
high-perform socket server. The process of communication is showed in Fig.3.

Connection
Meter SocketlListener Connection

Meter

| Connection
Meter h A'gspo?:l,?gslyncﬁ\rgs ‘
‘ MessageArgs L
S (SagkatasyncEvantarz=y

| Create a connection
Connect i

‘ t ReceiveAsync - ‘

Callback handler

SCanback handler

: SendAsync
Receive !

Fig. 3. This figure describes the communication with SocketAsyncEventArgs.

4.2 Design and Implement of Authentication and Authorization

The authentication and authorization of the system was implemented by adopting the
ADAM and RBAC. ADAM (Active Directory Application Model) is a new kind of
Active Directory, especially supplying LDAP directory service for application. The
system stores the authentication and authorization information in directory by using
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ADAM. The tenant’s archive information and users’ information was stored in
Identity Database. The information in ADAM and Identity Database accomplish the
management of users jointly. The system encapsulates AuthenticationSerivce and
AuthorizationService as WCF services. The class diagram of authentication and
authorization is showed in Fig.4. Class AuthenticationService mainly accomplishes
operations about the users and the operations relative to roles are mainly carried out
by Class AuthorizationSerivce.

[ TAuthentication S

Interface — —,
| IAuthorization #) |
Interface
= Methods
W ChangePssswong 9 Methods
W Crestells
@ D;T‘:r : W addTenantieny
@ Firdleas W AddUsersToRoles
@ cerad. o W CreateRole
W DeleteRole
BT S @ GetANRoles
W GeflserldByhame @ P ——
getiien
: i:w“‘;: @ GetRolesFortiser
T — W GetlUsersifole
@ vaid. o W Islserinfole
L . W RemovelEe=fo..
W RoleExists

Fig. 4. This figure describes the class diagram of AuthenticationService and AuthorizationService.

The system implements MembershipProvider and RoleProvider in .NET.
ASP.NET Membership was used in WebApp to carry out authentication and
authorization. The logic view of authentication and authorization is showed in Fig.5.

Runtime. Services

Fig. 5. This figure describes the logic view of authentication and authorization.
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4.3 Design and Implement of Sale of Water

Sale of water accomplished the process of users’ paying water charges. The system
deploys functions relative to sale of water as WCF services. Clients in WebApp
invoke the services by proxies. The sequential chart for sale of water is showed in
Fig.6.

:MeterService

‘ :WaterSalingUl ‘ ‘ :MeterProxy
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2:select the search method

3A:search by username

| |

| |

| |

| |
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6A:collection of water meters|
TA:collection of water meters

3B:search by address
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5B:GetMetersByAddr

6B:collection of water meters|

TB:collection of water meters

8:select the water meter needed to pay

9:pay for water

10:AddBufferVolume

11:AddBufferVolume

12:InsertRecord

13:InsertRecord

Fig. 6. The sequential chart for sale of water.

At the same time, making use of the transaction fundamental structure provided by
Class System.Transactions in .NET, the operation of selling water was regarded by a
transaction.

4.4 Design and Implement of Data Analysis

FusionCharts Free is a across-platform solution for creating animated and interactive
charts. Here, FusionCharts Free is used to display statistics generated in this monitor
system. The statistics includes both the 24-hour flow data of water meters and water
consumption of a tenant according to the type of price type during a specific time.

In WebApp, FuChartsProxy is deployed as a proxy for charts service,
FuChartsService is deployed as charts service in WebHost. In WebApp, application
obtains serialized objects such as DateFlow and WaterConsum from FuChartsService
by invoking FuChartsProxy. At last the application sends both data and flash to the
client browser, thus charts is generated on the client side.
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The class diagram of data analysis model is shown in Fig.7.In this model, the
service contract is IFuChats and data contract is DateFlow and WaterConsum.
DateFlow stores the flow data information ,WaterConsum works as a container which
is filled with different water consumption during a specific time.

IFuCharts

[/ 2\
3 3 1 [
FuChartsService (¥ 1 I
Class 1 :
: # Metheds I
: | & Wested Types :
, S — :
WCF communication
~
AN
/ N
’ \ - .
r S [ IFuCharts %
e A Interface
| DateFlor A | FaterConzmm z
T Class = Methods
Class Class
L]
# Fields # Fields »
“
=l Properties =l Properties M
“ heoun ' ConsumList °
S hddr # Methods
ZF Flow |
F MeterTd
SendTime
S Volune

+ Methods

Fig. 7. The class diagram for data analysis model.

Fig.8 illustrates the 24-hour flow data for some water meter and Fig.9 shows water
consumption of a tenant according to the type of price type in 2011.

Tenant :kkx User:adwin Addr:Horthestern University Time:2011-2-26 0:00:00
Neter:meterIdl Accun:3800t ¥olume: 2000t

4, 000. 000t 1
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2,400, 000t //

/',—:\-"
1,600, 000t /_.,-—" g
800, 000t /
0. 000t
0 504 05 & T 8 9 10 11 12 13 14 15 16 17 18 18 20 21 22 23

Fig. 8. 24-hour flow data for some water meter.
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kkx statistics of water consumption in 2011
1.100Et
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Fig. 9. Water consumption of a tenant according to the type of price type in 2011.

5 Conclusions

Applying the technology of WCF into the intelligent water meter remote monitor
system enhanced the degree of loose-coupling, embodied the idea of SOA and
provided a solution for wireless devices accessing the server simultaneously. The
intelligent water meter remote monitor system implements the water reading, monitor
of water meters, selling water and data analysis of water-consuming information,
especially serves to the informationization of the Water Supplies Department. At the
same time, the system provides reference to the distributed monitor for wireless
devices and the service-oriented system architecture.
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Abstract. The electric car may represent new opportunities for any country and
its electric utilities. Widespread use of electric cars can reduce the consumption
of both imported and domestic oil, substitute abundant fuels such as coal and
nuclear power. Since the charging of electric cars DC motor can be
accomplished to a large extent during utility off-peak hours, electric cars can
contribute to improve the utility load factors, as a result, reducing the average
cost of generation. The problem arising when the DC motor does not stop
automatically due to the abnormal condition and cause the loss of energy and
the damages to the motor itself. This paper is mainly about controlling ON and
OFF of Electric Car DC motor when the load is sharply varied. In this study, the
DC motor is connected to the current sensor interfaced with the PIC controller
and a booster IC is used to boost 12V to 24V from a rechargeable battery which
is supplied by a solar panel. The PIC is utilized for automatically stopping the
DC motor in order to save the Electric Car and reduce the lost of energies. The
Microcode Studio software has been used for PIC coding incorporating with the
Protues 7.5 simulation. Since the DC motor is being used extensively in
machineries and vehicles, the proposed controlling system in this paper could
reduce the cost in the industries and improve the quality of Electric Cars.

Keywords: Electric Car, DC motor, PIC controller, Temperature sensor.

1 Introduction

Nowadays, in many countries, the solar cell energy has been used to replace the fuel.
Solar cell energy does not create the pollution, but still has to be developed into
effective use. Many car manufacturers introduce a hybrid electric car in their gamut.
The required motor power has been determined from typical traffic load diagrams.
For a top speed of 80 km/h on slopes up to 20 % and a targeted vehicle weight of 650
kg and the motor power needs to be 17.5 kW nominal (30 kW peak) [1]. Of the
several technologies available, the ones adopted by the automotive industries
classified broadly into hybrid electric vehicles (HEV’s) and electric vehicles (EV’s).
The concept of hybrid electric vehicles initially came up as a stop gap approach to
facilitate a smoother transition from conventional to electric vehicles as and when
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EV’s became viable. Compressed air based technologies, plug-in HEV’s; solar
powered automobiles are some of the several alternative propulsion technologies
being worked on right now [2].

For a hybrid car, low fuel consumption is one of the most important goals because
the additional cost of the hybrid components must be amortized by the cost reduction
of fuel consumption. A long life cycle for the hybrid component is also an important
goal, because an amortization can only be achieved if all car components reach their
estimated age. With the respect to the life time, a battery is the most sensitive
component in electric car [3]. The current designs have relatively poor performance
when discharged at high rates and their use in automobiles is likely to be restricted to
low-power or reserve duties where their high specific energy is the main attractive
factor [4]. Currently, an electric car incentive is the possibility of using renewable,
liquid hydrocarbon fuels, such as methanol, in efficient reformer systems to replace
pure hydrogen storage and improve the fuel storage capacity [5].

Due to the technical demands and the progress in the field of car networks, enforce
continuing development of the existing electrical car sensors [6]. In the automotive
industry, sensors are mainly used to give information to the driver. In some cases
sensors are connected to a computer that performs some guiding actions, attempting
to minimize injuries and to prevent collisions. The application of sensors in the
intelligent transportation system is to provide assistance to some control elements of
the vehicle, like the throttle pedal and consequently, the speed-control assistance [7].
A cruise control system is a common application of these techniques. It consists of
maintaining the vehicle speed at a user (driver) pre-set speed and computer control
speeds their response times to road hazards so that the cars can travel more
safely [8]. The method of electrical array reconfiguration that is suitable to a
photovoltaic powered car is differentiating from that of the water pump which needs
only the maximum power. But photovoltaic powered car needs both torque and speed
which is changed by the appropriate situation. The switching of electrical
reconfiguration is controlled for automatic reconfiguration by fuzzy controller [3].

The DC motors that are used in the electric cars do not have an intelligent
controller to stop automatically during over load situation. This case will force the DC
motor to work more than its capacity and could cause a malfunction of the DC motor
or any electrical short at the wiring system. Therefore, the current protection of
electric cars should be modified in order to avoid this problem. This paper proposes
an effective protection based on temperature sensors to detect the changes of
temperature. A thermocouple converts temperature to an output voltage and the
output signal will be sent into the peripheral interface controller (PIC) which is
programmed to send commends to the switching systems for taking a further action to
stop the motor instantly via IRF 540 [9]. The effective protection controlled by PIC is
interfaced with the analog temperature sensor to switch ON or OFF the DC motor.
The designed source codes of PIC are considering the required conditions of the
system protections and the behavior of electric cars DC motor.
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2 System Description

Since the contribution of this work is mainly focusing on the DC electric car
protection, more details describing the PIC and temperature sensor are given in this
section. Whereas the other parts involved directly to the electric system are briefly
outlined.

2.1 Solar Panel

PV panels convert sunlight to electrical energy used to supply power directly to the
electrical car. Generally, PV is considered as an expensive method of producing
electricity but it offers a cost-effective alternative to expensive grid. The development
of new PV technologies for applications of PV in public electricity has grown rapidly.
Solar system panel were the main supply for the system which supplies a maximum
of 12 V to the battery.

2.2 Solar Charge Controller

A solar charge controller is needed in virtually all solar power systems that utilize
batteries. The function of the solar charge controller is to regulate the power going
from the solar panels to the batteries. Overcharging batteries will significantly reduce
battery life. The most basic charge controller simply monitors the battery voltage and
to open the circuit (stopping the charging) when the battery voltage rises to a certain
level. Older charge controllers used a mechanical relay to open or close the circuit.

2.3 PIC Microcontroller

PIC microcontrollers have attractive features and they are suitable for wide rang of
applications. PIC is a family of a microcontrollers and use Harvard architecture. The
instruction is set to be non-overlapping or mutually independent. The Harvard
architecture makes use of separate program and data memories. The separation of data
and address buses is allowing increased data flow to and from the CPU and making
the different widths between these busses. PIC microcontroller can be used to model
the behavior of the machine as a logic program. The PIC 16F877 used in this work is
shown in Figure 1, for the protection system, the OSC pin is connected with the
crystal 8Mhz, RAD/ AND connected to the temperature sensor. The pin kil is
connected to the LED, Pin P1 is connected to the motor and the Pin Rbs are connected
to the LCD display. All the features of the PIC are illustrated in Table 1 and given as
follows:

Full Speed USB 2.0 (12Mbit/s) interface

1K byte Dual Port RAM + 1K byte GP RAM
Full Speed Transceiver

16 Endpoints (IN/OUT)

Streaming Port

Internal Pull Up resistors (D+/D-)

48 MHz performance (12 MIPS)
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Fig. 1. PIC 16F877.

Table 1. Features of PIC16F877.

Specification Value

Program Memory Type Flash

Program Memory Type (KB) CPU 32

Speed (MIP) 12

RAM Bytes 2,048

Data EEPROM (bytes) 256

DigitalCommunication Peripherals 1-A/E/USART,1-MSSP (SPI/12C)
Capture/Compare/PWM Peripherals 1 CCP, 1 ECCP

Timers 1 x 8-bit, 3 x 16-bit

ADC 13 ch, 10-bit

Comparators 2

USB (ch, speed, compliance) 1, Full Speed, USB 2.0
Temperature Range (C) -40 to 85

Operating Voltage Range (V) 2to5.5

Pin Count 40

Packages 40 PDIP, 44 TQFP, 44 QFN
1/0 pins 34

2.4 Temperature Sensor (LM35)

The LM35 series are precision integrated-circuit temperature sensors, and its output
voltage is linearly proportional to the Celsius temperature. It does not require any
external calibration or trimming to provide typical accuracies of +%°C at room
temperature and +34°C over a full -55 to +150°C temperature range. The LM35's low
output impedance, linear output, and precise inherent calibration make interfacing to
readout or control easily. In LM35 temperature sensor, the output voltage is 10mV per
degree centigrade. If output is 300mV then the temperature is 30 degrees. It can be
used with single or more power supplies and has very low self-heating that is less than
0.1°C because it only draws a 60 uA from its supply. Basically, there are 3 type of
sensors; thermistor, thermocouple and resistance temperature detectors (RTD). A
thermistor is a type of resistor whose resistance varies significantly with temperature.
Thermistors are widely used as inrush current limiters, temperature sensors, self-
resetting over current protectors, and self-regulating heating elements. A
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thermocouple temperature sensor which is the junction between two different metals
that produces a voltage related to a temperature difference. An RTD is mainly a
temperature sensitive resistor. It is a positive temperature coefficient device, which
means that the resistance increases with temperature [10]. The Characteristics of
LM35 are:

Calibrated directly in ° Celsius (Centigrade)
Linear + 10.0 mV/°C scale factor

0.5°C accuracy guaranteable (at +25°C)
Rated for full —55° to +150°C range
Suitable for remote applications

Low cost due to wafer-level trimming
Operates from 4 to 30 volts

Less than 60 pA current drain

Low self-heating, 0.08°C in still air
Nonlinearity only +1/4°C typical

Low impedance output, 0.1 W for 1 mA load

For the above mentioned characteristics, the electrical specification, storage
temperature and lead temperature of the LM35 packages are given in Table 2, 3 and 4
respectably.

Table 2. Distributors for availability and specifications of LM35

Input/Output Sources Voltage/Current
Supply voltage +35V to -0.2V
Output voltage +6V to -1.0V
Output current 10 mA

Table 3. Storage Temperature for LM35 packages

Package Temperature range
TO-46 —60°C to +180°C
TO-92 —60°C to +150°C
S0O-92 —65°C to +150°C
TO-220 —65°C to +150°C

Table 4. Lead Temperature for LM35 Packages Storage.

Package Lead Temperature

TO-46 (Soldering, 10 seconds) 300°C
TO-92 (Soldering, 10 seconds) 260°C
TO-220 (Soldering, 10 seconds) 260°C
SO Vapor Phase (60 seconds) 215°C

Infrared (15 seconds) 220°C
ESD Susceptibility 2500V
Specified Operating Temperature Range: TMIN to T MAX
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2.5 MOSFET

The Metal oxide semiconductor field-effect transistor (MOSFET) is a device used for
amplifying or switching electronic signals. In MOSFETs, a voltage on the oxide-
insulated gate electrode can induce a conducting channel between the two other
contacts called source and drain [11]. The channel can be of n-type or p-type (see
article on semiconductor devices), and is accordingly called an nMOSFET or a
pMOSFET (also commonly nMOS, pMOS). It is a common transistor in both digital
and analog circuits [9].

2.6 Boost Converter

A boost converter (step-up converter) is a power converter with an output DC voltage
greater than its input DC voltage. It is a class of switching-mode power supply
(SMPS) containing at least two semiconductor switches (a diode and a transistor) and
at least one energy storage element [12]. Filters made of capacitors (sometimes in
combination with inductors) are normally added to the output of the converter to
reduce output voltage ripple [13]. In this project, a 12 to 24 V boost converter are
needed to supply voltage to 24 V DC motor [14]. A replacement had been made to the
boost circuit with TDA 2004 fixed among components of application circuit as given
in the data sheet. TDA 2004 is an amplifying IC which has many advantages
compared to electronic switch [12].

2.7 Battery

A 12 V lead acid battery is chosen to ensure maximum battery performance, this
battery can be both charged and desolated at the same time. Lead acid batteries are
designed by considering all the important aspects to avoid the main problems and
failures due to the sulfation build-up on the battery plates. It is made using six
identical two volt cells. All the cells contain lead plates of different types of sitting in
dilute sulphuric acid.

2.8 DC Motor

DC motors were the first practical device to convert electrical energy into mechanical
energy. Although AC motors and vector-control drives now offer alternatives to DC,
there are many applications where DC drives offer advantages in operator
friendliness, reliability, cost, effectiveness, and performance. The DC motor is
extensively used as a positioning device because of its speed as well as torque that can
be controlled precisely over a wide range. The wide Applications of DC motor in
automobiles, robots, movie camera, electric vehicles, in steel and aluminum rolling
mills, electric trains, overhead cranes, control devices, etc [15].

3 The Approach for Electric Car Protection

This work is mainly about the DC motor protection of electric car which is controlled
automatically using PIC when there is an increase in load indicated by the
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temperature. The circuit protection of DC Motor should be designed first. Then a
simulation must be carried out to evaluate the performance of the system before
assembling the hardware protection system. For this purpose software Proteus 7 is
used to check the accuracy of PIC coding.

3.1 Construction of Electric Car Protection

The constructed block diagram of the system is shown in Figure 2. The PIC reads the
data from the temperature sensor which is connected to the DC motor. The normal
operating temperature for the 24V DC motor is 35 to 36 C° (degree celcius). When
there is an increase in the temperature above 36 C°, the motor will be stopped by PIC

Solar Panel Solar Charge Battery
Controller

Booster (TDA 2004)

PIC 16F877 MOSFET
Sensor (LM35) 540

v

24V DC motor of
Electrical Car

Temperature

Fig. 2. Block diagram of the system

using PWM signal. The TDA 2004 IC is used in the system to boost up voltage from
12 V to 24 V. The solar panel is the main power source to charge the 12 V lead acid
battery which is connected into charge controller and the 12 V output is boosted to the
24 V using the TDA 2004. The output is connected to the motor through the PIC
16F877 for interfacing. A Temperature sensor is linked to the PIC and the MOSFET
is directly connected to the motor. For the Hardware implementation, the components
were selected and tested according to the data of tables as given in section 2. Then, all
components are collected based on the created design. The maximum operating
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temperature of the selected DC motor was measured to check whether the data of the
datasheet are correct or not before inserting the coding values. The written codes were
compiled into the HEX file before burning into the PIC. A 5V DC was supplied into
the PIC and LCD display. The motor connected into 24V DC and the heavy load was
applied to the mechanical output of the DC motor.

3.2 Temperature Effect on the DC Motor

Due to the load increase, the flux in the stator will be increased as well as the torque.
If the torque is decreased by decreasing the field current, the following sequences are
found [16]:

e Back EMF drops instantly, the speed remaining constant because of the inertia
of heavy armature

e Due to decrease of EMF, armature current is increased

e A small decrease of flux is more than counterbalanced by a large increase of
armature current

e If torque increases the speed also increases

If applied voltage is kept constant, motor speed has inverse relation with flux and
RPM is [5],

N=KV -IR)/¢ (1)

where, N - revolutions per minute (RPM); K - proportional constant; R - resistance
of armature (ohms); V - electromotive force (volts), I - current (amperes); ¢ - flux

(webers).

According to Eq. (1), when the current is increased the RPM will be increased and
more heat generation as a temperature rise of DC motor. The increase in temperature
makes the atoms in the material getting energetic to hinder the flow of the electrons
[16]. In the normal range of operating temperature, as the temperature is increased,
the residual flux density at the stator and intrinsic coercively of the magnet will come
down. But, this is a reversible process because, when the temperature is reduced, the
flux density and coercively will return to the original value [17]. This variation in
residual flux density of the magnet along with the variation in armature resistance of
the motor with temperature influences the torque capability and efficiency of the
motor [18, 19].

3.3 PIC Coding of Electric Car Protection

Microcode studio was used to compile the PIC coding. The constructed cods have
been compiled and simulated using Protues software to insure the accuracy of the
coding commands. For the hardware implementation, the PIC was loaded by the
following cods:

Define crystal being used

1

DEFINE OSC 8 'Using 8Mhz external crystal

1
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'Define LCD

DEFINE LCD_DREG PORTB 'Set LCD data port to PORTB
DEFINE LCD_DBIT 0 'Set data starting bit to 0

DEFINE LCD_RSREG PORTB 'Set RS register port to PORTB
DEFINE LCD_RSBIT 4 ' Set RS register bit to 4

DEFINE LCD_EREG PORTB 'Set E register port to PORTB
DEFINE LCD_EBIT 5 'Set E register bit to 5

DEFINE LCD_BITS 4 ' Set 4 bit operation

DEFINE LCD_LINES 2 ' Set number of LCD rows

'Define A/D converter parameters

DEFINE ADC_BITS 8 'A/D number of bits

DEFINE ADC_CLOCK 3 'Use A/D internal RC clock
DEFINE ADC_SAMPLEUS 50 'Set sampling time in us

1

'Definition for HPWM

DEFINE CCP1_REG PORTC 'Channel 1 port
DEFINE CCP1_BIT 2 'Channel 1 bit
DEFINE CCP2_REG PORTC 'Channel 2 port
DEFINE CCP2_BIT 1 'Channel 2 bit

'Variables

Res Var Word 'A/D converter result

Templ Var Byte 'Temperature in degrees C
TRISA = 1' RAO (ANO) is input

TRISB = 0 'PORTB 1is output

PAUSE 500 ' Wait 0.5sec for LCD to initialize
D VAR BYTE 'HPWM calculated duty cycle

LED_D1 VAR PORTC.O '"PORTC.0 as LED_D1

OUTPUT LED_d1 '"PORTC.0 as output

[

' Initialize the A/D converter

ADCON1l = 0 'Make ANO to AN4 as analog inputs,

'make reference voltage = VDD

ADCONO = %11000001'A/D clock is internal RC, select ANO
' Turn on A/D converter

LCDOUT S$FE, 1 'Clear LCD

'Main Programs

1

MAIN:

'Start A/D conversion
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1

ADCIN 0, Res ' Read Channel 0 data

Templ = 2 * Res ' Convert to degrees C

LCDOUT SFE,2,"TEMP = ",DEC2 Templ, "C" ' Display
decimal part

PAUSE 500

[

'HPWM programs
d = 8*(Templ - 25) + 127
IF Templ >= 36 THEN
HPWM 1, 0, 2000
PAUSE 500
ENDIF
IF Templ < 36 THEN
hpwm 1, 255, 2000
PAUSE 500

ELSE
hpwm 1, D, 2000
PAUSE 500

ENDIF

1

'LED programs

IF Templ < 36 THEN
HIGH LED_D1
PAUSE 100
LOW LED_D1
PAUSE 100
ENDIF

IF Templ >= 36 THEN
HIGH LED_D1

ELSE
LOW LED_D1

ENDIF

GOTO MAIN 'Repeat Main
END

4 Case Study

A simulation has been carried out on the selected components of the circuit given in
Figure 3 and the HEX file inserted into the PIC for real testing of control commands
interfaced with Proteus 7.0. The output is obtained by setting the temperature above
and below 36 C° as seen from Figure 4. The LCD LM 016L was used to display the
temperature based of the commands sent by PIC coding. The protection system was
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Fig. 4. Temperature is below 36 C° motor is running

tested on real time application to validate the results of simulated coding. The
hardware components of protection system have been connected and then turned on
by supplying a 5V to the PIC and LCD display with a 24 V applied to the DC motor.
It was found that in some cases of real time testing, the motor is still functioning
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according to the built cods when overload is occurred. This is due to the
environmental effect such as ambient temperature that gives double effects on the
motor. The output PWM at the motor is monitored by using digital oscilloscope at
50% Duty Cycle, and the obtained output can be seen in Figure 5.

i
o e

s

Fig. 5. PIC 16F877A’s PWM output in digital oscilloscope

5 Conclusion

The Fast protection of an electric car DC motor is presented in this paper. In the
simulated case study, the DC supply is considered as renewable energy source. The
PIC codes were successfully tested on a real time application for automatic ON/OFF
motor based on the signals received by temperature sensor. At the hardware
implementation, the protection system of electrical car DC motor was efficiently
operated and commended by the PIC microcontroller. The advantages of this
protection system are safety, easy for implementation and space saving. Future works
will be carried out on the application of intelligent controller with a higher level
power booster for solar source, taking into account the improvement of alarm system.
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Abstract. Based on the analysis of generation principle of radial force and the
generation characteristic of radial force and torque in the same air-gap field, the
design procedure of a bearingless synchronous reluctance motor is introduced.
With air-gap magnetic field analytic approach and the torque coefficient
iteration, optimal design of radial force and torque is complemented. The
calculated results by finite element method show that magnetic circuit and
magnetic field distribution in air-gap are reasonable. The design methodology
for the bearingless synchronous reluctance motor is verified.

Keywords: bearingless synchronous reluctance motor, radial force, air-gap
magnetic field analytic approach, finite element analysis.

1 Introduction

The requirements for motor drive systems become higher and higher in the modern
automation manufacture and advanced manufacturing equipments, especially in high
speed numerically-controlled machine tool, turbine molecular pump, centrifugal
machine and flywheel power storage. At the same time, life science, pure sterile space
and some special transmission areas also need high quality transmissions of no
lubrication, no pollution. Bearingless motors have advantages of non-friction and
non-wear, high speed, high precision and long life. Compared with other types of
bearingless motors, the bearingless synchronous reluctance motor has some special
advantages such as simple structure, rotor without windings and simple control.
Therefore, the research of the bearingless synchronous reluctance motor has obvious
application value in projects.

A large amount of theoretical and experimental researches for bearingless motors
has been carried on in the world. The effects of rotor eccentricity, magnetic saturation
on radial force of the bearingless synchronous reluctance motor have been studied [1],
[2], [3]. Magnetic couplings and a decoupling control method have been studied [4],
[5]. Through the analysis of characteristic of the rated values of radial force and
torque, a basic approach for design of the bearingless motor is presented [6], [7]. The
radial force production capabilities in different type of bearingless motors are studied
[8]. The rotor structure with multi-flux barriers has been reported with good torque
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and radial force characteristics [9]. The study of bearingless synchronous reluctance
motors still stay in theory and experimental stage. The design hasn’t formed a mature
theory and methodology. In this paper, a general research for the design scheme in the
bearingless synchronous reluctance motor is presented and verified.

2 Principle of Radial Force Generation

To generate torque and radial force simultaneously, a bearingless motor inserts two
winding sets with different pole pairs in stator slots. Fig. 1 shows the principle of
radial force generation with 4-pole torque windings N, and 2-pole radial force
windings N, [3]. When the two winding carry currents, 4-pole magnetic fluxes ¥, and
2-pole magnetic fluxes ¥, are produced. By the superposition of two magnetic fields,
the flux density in the air-gap 1 increases, the flux density in the air-gap 3 decreases
oppositely. As a result, the radial force is produced in y-axis positive direction. In
addition to N,, a bearingless motor has another set of 4-pole windings N, in order to
produced revolving magnetic field for torque production. The bearingless motor also
has another 2-pole windings N,, which is perpendicular to N, windings, in order to
produce radial force in any desired directions.

3
wirad

Fig. 1. Principles of radial force generation. Fig. 2. Superposition of the fundamental waves.

3 Estimation of Dimensions

In a bearingless motor both torque and radical force are generated in one air-gap
magnetic field. The magnetic saturation and heating in a real motor influence the
production of torque and radial force. For simply analysis, ignore the effect of stator
teeth, the terminal, copper losses and so on. The air-gap magnetic induction
fundamental waves are mainly torque windings magnetic induction fundamental
waves and radial force windings magnetic induction fundamental waves. The
superposition of the air-gap fundamental waves can be written as

B(w)=B, cos(wt + )+ B,, cos(Cawt +y) - (D)
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Where Bg and By are amplitudes of radial force windings and torque windings
magnetic field fundamental waves, 4 and y are the initial phase angles. w is the
angular frequency of the windings currents.

Fig. 2 shows the worst case, which means that the fundamental waves of radial
force windings magnetic field and torque windings magnetic field have the same
angular position. The superposition magnetic induction reaches the maximum. The
magnetic circuit is easy to come into magnetic saturation state. By the increase of the
superposition magnetic induction, the strong influence of magnetic saturation
becomes clearer.

In order to output radial force and torque in a real bearingless motor, the
bearingless motor system must be divided into the motor subsystem and the bearing
subsystem. The superposition magnetic induction B,, must be divided into radial force
windings magnetic induction B,z and torque windings magnetic induction B. The
superposition magnetic induction By, can be written as

Bm:BmB+BmM ° (2)

Where By, Bng and B\ are the magnetic induction of the air-gap, radial force
windings and torque windings magnetic field.

When the rotor is positioned to the stator center, the distribution of the air-gap is
uniform on the stator armature, 4(8) =uy/dy. The magnetic induction B, and B,y can
be written as

wogl2 w2 P
: 3)
=
6l2 m 2 By

Where y is the permeability of vacuum. dyis the uniform length of the air-gap. Iy and
Iy are the currents of the radial force windings and the torque windings, respectively.
N) and N, are the number of series windings of the radial force windings and torque
windings, respectively. ky; and ky; are the winding coefficient.

The torque of the bearingless motor is produced by the revolving torque windings
magnetic induction. So the torque windings induction magnetic factor must be
considered. The factor C..qcan be written as

— B mM NZIMkNZ PB

“ B _NllBkN1PM+N21MkN2PB

“4)

m

Where C,4 is the torque windings magnetic induction factor.

It is important to choose a proper value of C,q. When Ciq =1, Byg = 0 and By =
B, are obtained with (4) and (2). There is no radial force magnetic field, only torque
system is existed. In this case it is equivalent to the normal AC motor; When C,.q =0,
B.ov = 0 and B, = By, are obtained with (4) and (2). There is no torque magnetic
induction field, no torque can be generated, only radial force magnetic induction field
and radial force system is existed.
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Because both torque and radial force should be generated, the value of the torque
windings magnetic induction factor C,q must be between 0 and 1. Meanwhile, the
torque reduction is caused by synchronous radial force generation. So the torque
coefficient K4 is defined by

Ke=7—- 5)

Where K4 is the torque coefficient. T is the output torque. T, is the maximum
output torque when the motor is only used as the motor subsystem.

According to principle of the synchronous reluctance motor, the torque of a
bearingless synchronous reluctance motor can be written as

. 2 )
I =AU Ma T Mg

Iy = iMq : (6)

3 ..
T ZEPM (LMd _LMq)lMdqu

Where iy is the torque windings current. iyq and iyq are the torque windings d-axis
and g-axis current. Py is the number of pole pairs of the torque windings. Lyq and Lyq
are the d-axis and g-axis inductance of the torque windings.

The estimation of main dimensions is done according to the wellknown electrical
motor design. The electromagnetic load of AC-machines is determined by the inner
apparent power [7]

Sy AB D*Ln, =CD’Ln, . (7)

— n &
V27
Where Sy is the rated output power. ¢ is the winding factor. A is the electrical loading.
B is the amplitude of the air-gap induction. C is the utilization factor. D is the inner
diameter of the stator. /; is the stack length, 7y is the rated speed.
Fig. 3 shows the sequence of the design in principle. Initial values are the rated

power Sy, the rated speed ny and required maximum radial force F,. For the
windings, it is advised to choose the pole pair numbers according to £, = F, +1. The

equation of relative length A is
L, 2Pl

=4

8
T nD ®)

Where Py, is torque magnetic field pole pairs. 7 is polar distance.

The utilization factor C is given as a function of the output power or power per
pole for the different AC-motors. The utilization factor C contains electric loading
and air gap magnetic induction. It can be obtained from the empirical value of
realized motors. The main dimension D can be calculated with (7) and (8).
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©)

The estimation of maximum radial force to the rotor surface can be calculated from
(10).

F =F -nDI . (10)

Where Fj is the specific radial force. It is not only related to C , but also related to the
motor type and size. In generally, it can be obtained from the empirical value of
realized motors from the similar power motor [7].

| Rated power Sy, Rated speed ny, maximum radial force 7, |

Predefinition of the number of pole pairs of both winding
systems with respect to Py =Py |

v

Predefinition of the relative length 2 with sy ; Predefinition of C with
Swand the pole pair number of the torque windings

—>| Estimation of the value of Ko with (<K <]

v

Calculation of the inner diamenter of the stator D and the
stack length +; with (9° and (&

Calculation of the maximum radial force 7, with
F, and (10)

| Compared the calculated value with the required value of /7, |

Does the calculated value
correspond with the
required suffcient
precision

Built the simulation model to verify magnetic circuit and the
maximum radial force by the finite element method

Fig. 3. Design diagram of the bearingless synchronous reluctance motor.
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The maximum radial force is estimated with (10). Compared the calculated value
with the required value F,, if the calculated value doesn’t correspond with the
required sufficient precision, K4 will be corrected upwards or downwards and then
iteratively until the calculated value meet the precision requirement. After reaching
the design requirement, the magnetic circuit and windings are designed. The FEM-
model is built. The effective magnetic circuit and the maximum radial force are
verified by the finite element method.

4 Parameter Design and FEM Analysis

4.1 Parameter Design

In this section, it is assumed that the whole slot space can be used for torque
windings. An electrical loading of 15kA/m can be gained [7].

1 18
08 | 15
06 el?
B 2
x 0.9
04 <
0.6
02
03
07 02 04_ 06 08 1 0 oo 0%
Cra T 1-Ca

Fig. 4. Relationship between K. and Ceq. Fig. 5. Relationship between F and 1-Cieq.

First we assume that ky; is equal to kn, and N is equal to N,. The relationship
between Kqand Cq is calculated with (3), (4), (5) and (6). Fig. 4 is the curve of the
relationship between k.4 and C.q. Fig. 5 is the curve of the relationship between
specific radial force F; and 1-C.4 The specific radial force is obtained from the
empirical value of the realized bearingless motor.

(1) The parameter values of the design motor are given. Rated power: Sy=1.0 kW;
Rated speed: ny=10 000 r/min; Maximum radial force: F,,=200 N.

(2) The number of pole pairs of both winding systems is chosen. The torque windings
P\=2. The radial force windings Pg=1.

(3) Predefinition of the relative length A and the utilization factor C. The relative
length A=1.4 with the rated speed ny. The utilization factor C=0.42 kW-min/m’.

(4) Estimation of the value of the main dimensions and K.4. The question is how
much the motor power is reduced to produce radial force. The torque coefficient
K.q range is 0 to 1. Lets taken K4 =0.5 at random. Now inner diameter of the
stator can be calculated with (9), it is D=0.067 m. The stack length /; also can be
calculated with (8), it is [;=0.074 m.
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(5) Calculated the maximum radial force. First, with K,y =0.5 at random, C,.4=0.7
and F,=1.5 N/cm® are obtained in Fig. 4 and Fig. 5, respectively. The radial force
can be calculated with the above dates and (10). It is F=233 N. The required
maximum radial force is 200 N, so the torque windings magnetic induction factor
Creq has to be adjusted. Through incessant adjustment of the torque coefficient
Kied, Kieq=0.7 is suitable. The radial force F=204N meet the precision
requirement. The main dimensions D=0.067 m and /;=0.074 m are calculated with
(9) and (8). Design the magnetic circuit and the stator windings. It means that the
main dimensions are found. Table 1 lists the main dimensions of the bearingless
synchronous reluctance motor.

Table 1. Main size parameters of the prototype motor.

The main dimensions of stator
Number of pole pairs 2
Torque Inner diameter 80 mm
. External diameter 130 mm
windings
Slot number 24
Number of turns of each slot 30
Radial force Number of pole pairs 1
windings Number of turns of each slot 30
The main dimensions of rotor
Diameter on salient poles 79.5 mm
Rotor Diameter between salient poles 40 mm
Axial length 90 mm
Pole arc 30°
Air -gap length 0.25 mm

4.2 Verification of FEM

The rated currents of both windings can be calculated with the above dates. When K4
is 0.7, the value of radial force windings is 1 A, and the rated current of torque
windings is 4 A. ANSYS software is used to calculate the above designed.
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Fig. 6. Magnetic flux density distribution. Fig. 7. Magnetic flux density distribution in
air.
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Fig. 6 shows the magnetic flux density distribution with the torque windings
current 4 A and the radial force windings current 1 A. The magnetic flux density of
the upper section is increased, while the opposite is decreased. Radial force is
generated along the y-axis positive direction. The magnetic flux density of the left
section and the right section in the motor is symmetrical about y-axis. No radial force
is generated along the x-axis. Fig. 7 shows the distribution of magnetic flux density in
the air-gap. The magnetic flux density over the pole width is about 0.45T. This value
is according to the requirement of motor design. As stated previously, the designed
magnetic circuit and the air-gap magnetic flux density is corrected.

Lastly, the maximum radial force can be calculated by FEM. The value of the
prototype motor’s radial force is 210 N. It is hit with the requirement value F\,, the
design approach of the bearingless synchronous reluctance motor is verified.

5 Conclusion

In this paper, a basic approach for the design of the bearingless synchronous
reluctance motor is presented. By the present method of AC motors design and the
torque coefficient iteration, the main parameters of the bearingless synchronous
reluctance motor is calculated. The magnetic circuit and the magnetic field are
analyzed by the FEM. The maximum radial force is also verified. The proposed
method has provided a reference for the design of similar bearingless motors.
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Abstract. The attributes of spacecrafts diagnosis are analyzed. To make up for
the deficiencies of existing modeling methods, a hybrid and hierarchy approach
to model-based diagnosis is presented. The model description capacity is
improved through a hybrid describing way. The advantage of easy abstraction
of qualitative knowledge is reserved and the state-space explosion due to
discrete abstraction is handled. Based on the analysis of hierarchy modeling
process, a model describing language is proposed. To validate the feasibility, a
distribution circuit is modeled, which is typical in the electrical power system of
spacecrafts and the modeling process is simplified through module reuse.

Keywords: model-based diagnosis, model-building, hybrid system, hierarchical
system.

1 Introduction

Fault diagnosis is an important way to insure the reliability of space-based missions.
Ruled-based expert system is the most commonly-used technology in applications for
ages. Due to the difficulty of capturing all the rules in the expert system, the model-
based way has been studied for spacecraft diagnosis in recent years. It is also a
considerable and applicable method of realizing the autonomous management for
deep space exploration.

Model-based diagnosis uses system’s structural, behavioral or functional
relationships to reason out a solution to explain the differences between observations
and expectations. The accuracy of diagnosis depends on the model, which is an
abstract of the real world. But no knowledge expressing method can describe all the
details. Thus modeling technologies receives more and more attention. Quantitative
approach [1, 2] is a classical method of describing dynamic system accurately. But the
complexity and the model’s errors in quantitative approach make the diagnostic result
hard to control. Qualitative approach [3, 4, 5] which is a more abstract way has been
widely used in model-based diagnosis [6]. The main obstacle to applications is the
explosion of state space as a result of domain abstraction. Most diagnostic approaches
are centralized on the use of the global model [7]. But it is not realistic to model large
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scale systems globally. Thus hierarchy [8, 9] is a solution to the modeling difficulties,
which makes hierarchical diagnosis possible.

Based on the characteristics and requests of spacecraft diagnosis, this paper is
concerning the modeling process in model-based diagnosis. A hierarchy modeling
approach and a description language are proposed, and the modeling process is
simplified through module reuse. Finally the typical distribution circuit of the
electrical power system is modeled as an example.

2 Modeling Process

The model of system should be able to describe the expecting behaviors accurately
under specific applications and situations. Three parts are included in the modeling
process [10]: ontological choices, representational choices and behavioral choices. The
ontological choices describe the modeling purpose. The domain knowledge is reflected
through representational choices. Finally, proper variables and methods are chosen to
describe the expected system behaviors according to relevant behavioral choices.

The purpose of diagnosis is to localize faults through the conflicts between
expectations and observations. Considering the specialty of spacecrafts, the following
aspects should be taken into account:

1) To increase the reliability of spacecrafts, redundant design is adopted in
hardware equipment and control routes. Therefore, module reuse will reduce the
complexity of the modeling process.

2) Rule-based expert system is widely used in diagnosis at present. But it is
difficult to use the rules to describe complicated faults related with several
subsystems. So the accurate description of relationships is important in modeling.

3) The resources of satellite-ground links are limited and sensors can not be placed
at will. Thus, observables are not sufficient in spacecraft systems. The model should
be able to reflect the actual measurability which is the base of diagnosis.

3 Hierarchy Modeling Approach

A hierarchy modeling approach is introduced in [9]. A system is composed by several
components, which are connected to each other through the interface. For a
component, input signals and output signals are defined. But in a system, there are
inner signals as well. An event means that a signal is received or emitted through the
interface, which is the abstracted notion of port, message and link.

3.1 Model of Component

. . i
A component ¢, receives exogenous events from the environment Z , and

exo
. . i .
communication events from other components Z . It also emits observable

com _rcv

i . .
events zo}” that can be observed, and communication events to other components

i
Z com _emit



A Hybrid and Hierarchy Modeling Approach to Model-Based Diagnosis 175

Definition 1. (Model of component). The model of the component c, is described by a

finite state machine:

I = (zl v ’Z:mit 0 E)
1) Zim] is the set of received events Z Zm U Ziymim
2) Zi . 1s the set of emitted events Z Z(}hv U Zim_mn ;

3)2 ﬂZ

4) Q, is the set of component states;

emlt

rev(t)/ emit(t)

5) E, is the set of transitions. A transition ¢ is noted as g—e® 54"
rcv(t) is the event which triggers ¢, emit(t) is the set of events emitted by ¢ ;

3.2 Model of System

Z 4 is the set of received events of the

rev

subsystem ¥ : Z:‘ 2( U Z )\ ( U zmm . There are two types of

Jjefl Jjell,:
received events:

1) Zy is the set of exogenous events Z Z Zew

2) me .. 1sthe set of communication events received by y whose source is a
component which is notin y;

Z 4 is the set of emitted events of V4

emit

ZV ( U zmm )\ ( U z ) .There are two types of emitted events:

emit
Jje{l,-

1) Zobs is the set of observable events z zemn N Zgbs ;
2) me ., 18 the set of communication events emitted by y whose destination

is a component which is not in y;

Zy is the set of internal events of the subsystem ¥

int

Zy 2 U Zm, )N ( U Z . An internal event is a communication

int -
Jje{l,- jell,-
event between two components in ¥ . Therefore, the events occurring in ¥ are the

set{z; ’z:mir ’Zi};z }

Definition 2. (Model of subsystem). The model of the subsystem y ={c,,---,c, }is a

set of finite state machines {I", ,---T", } .
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Definition 2. (Model of global system). The model of the global system
I'={c,,"--,c,}is a set of subsystems’ models{I",,---,T",} . It only receives exogenous
events and emits observable events.

4 Behavior Description Methods

Whether a model can describe the expected system behaviors is decided not only by
the domain knowledge, but also by the behavior description method. According to
variable types, three description methods are included: the quantitative, the qualitative
and the hybrid.

The quantitative method is a traditional way which uses differential/integral
functions to express the accurate behavior and map the feature space to decision space
with threshold logic. Because of the complexity, the high dimension, the non-linear
and the data deficiency, it is often difficult to build the quantitative model. The
qualitative modeling is a discrete abstraction of the value of variables. Low precision
makes it more suitable to describe the uncertain and incomplete knowledge and the
model is easier to understand. There are two ways of qualitative abstraction: signs and
orders of magnitude [11]. The value domain of continuous variables is transferred into
a finite number of ordered symbols: the boolean or the enumeration.

The discrete abstraction of qualitative modeling may lead to state space explosion
which slows down the diagnosis. Thus, the combination of the qualitative and the
quantitative methods will give consideration to description capability and scale of
state space.

S Hybrid and Hierarchy Modeling Language

A bottom-top and object-oriented way is adopted to describe the structure and the
connection of a system.

1) Each tree node stands for a system and the edge linking the parent and the child
refers to the affiliation of the system.

2) The root node is the top system without any ancestors.

3) A leaf node is the bottom system without any descendants, which is
corresponding to an undivided component in system. And all statuses could be
described only by one mode variable. Mode variables only exist in leaf nodes and the
combination of modes is used in upper levels.

4) There could be multiple instances for one type of system, but an instance
belongs only to one instance of upper level.

5.1 Grammar

The structure of a model is as follows.

system name (port definitions) {
Inner variable definitions;
Mode variable definitions;
Subsystem definitions;
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Constrain definitions;
Transition definitions;}

1) Port definitions

type namel, type name?2

2) Inner variable definitions

type namel, type name2 .. or type name=value
3) Mode variable definitions

mode type name

The mode variable describes the working state. The value unknown stands for all
the unexpected states to make the value domain complete.
4) Subsystem definitions

system type namel, name2 ..or system type namel (ports),
name2 (portg)..

This is the definition of the subsystem instance. The order of ports-parameters
should be consistent with ports list in the system definition.
5) Constrain definitions

expressions or If (expressions) then {expressions} else
{expressions}

The expressions are in the forms of arithmetic, inequality or Boolean calculations.
And the if-then constrain can be nested for complicated relations.
6) Transition definitions

Transition (init_mode) {conditions} (probability 1, ..,
probability N)

A transition triggered by the conditions expresses that the mode variable transfer from
the initial mode to others with certain probabilities. The number N equals to the scale
of value domain of the mode variable.

5.2 Modeling Application

The electrical power system is one of the most important systems in spacecraft. If the
power supplement is abnormal, other systems may not stay in order and the mission
will even fail in the worst case. There are many components, like relays and breakers,
which are discrete event systems and suitable for the model-based diagnosis
approach. But the global modeling and global diagnosis are not realistic due to the
exponential relation between complexity and system scale. Figure 1 is a typical power
distribution in the electrical power system. The power is transmitted from the battery
to loads through the distribution circuit. Two redundant batteries are placed for high
reliability. When one battery is broken-down, one of the other two will be chosen to
be the power generator through the exogenous command. The voltage converter
CONY includes two parallel DC/DC units controlled by relays, as figure 2 shows.
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Fig. 1. The typical distribution circuit in the electrical power system.
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Fig. 2. The redundant design in the voltage converter unit.

sig_in>=103v

Fig. 3. The state graph of DC/DC unit

sl:
s2:
s3:
s4:
s5:
s6:

nominal input/output

high input protection

low input/output

high voltage protection failed
voltage conversion failed
unknow;

In the hierarchy model, only the behaviors of components in bottom level, like relays
and DC/DC units, are described and all the other levels are a composition of reusable
modules. Therefore, the modeling process is simplified through module reuse.

Take the DC/DC unit as an example. There are six modes: three nominal modes,
high voltage protection failed, voltage conversion failed and unknow. The normal
interval of the input voltage is [98v, 103v] and the output is [27v, 30v]. Under the
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nominal mode, if the input voltage rises above 103v, the converter will shut down to
protect itself. If the input drops to 98v or less, the output will be less than 27v. Under
the high voltage protection failed mode, the output rises above 30v. Under the voltage
conversion failed mode, the output is Ov. The state graph is shown in figure 3. And
finally the model file of DC/DC unit is given.

The model file of DC/DC unit is as follow:

typedef modetype=enum {nominal, overvoltagefailed,
failed, unknow};
system DCDC (float sig in, float sig out) ({
mode modetype state var(0.7999, 0.1, 0.1, 0.001);
if (state var=nominal) {
if (sig in>=98.0) {
sig out>=27.0;
sig out<=30.0; }
else {
sig out<27.0; }}
else if (state var=overvoltagefailed) {
sig out>30.0; }
else if (state var= failed) {
sig out=0;}

6 Conclusion

Based on the characteristics and requests of spacecraft diagnosis, a hybrid and
hierarchy approach to model-based diagnosis and a modeling language are presented.
To validate the feasibility, a distribution circuit is modeled, which is typical in the
electrical power system of spacecrafts. The hybrid description avoids the state space
explosion of discrete abstraction and the module reuse simplifies the modeling
process, which is suitable for the complicated and redundantly designed system.
Moreover, the hierarchy style is of benefits to hierarchical diagnosis which is the
trend of large-scale system diagnosis.
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Abstract. This paper presents a new codebook design algorithm improving the
existing design algorithm. The algorithm combines the excellence of
conventional LBG algorithm, and uses the exclusion algorithm which greatly
reduce the computational complexity. The proposed algorithm uses category
average of statistical characteristics and also uses Hadamard-transform to speed
up the search algorithm. The experimental results show that the proposed
algorithm reduce the computation and improve the codebook performance,
especially in case of larger codebook size and high-detail images.

Keywords: vector quantization, Hadamard transform, codebook design,
exclusion algorithm.

1 Introduction

With the rapid development of multimedia communication technology, it becomes
more and more important to find effective means of digital and data processing.
Vector Quantization (VQ) [1,2] based on muti-dimension because of its high
compression ratio and fast coding and encoding are widely used in speech and image
compression and pattern re-cognition system, and it is also highly efficient method for
loss data compression[3,4]. The amount of medial images is huge and increasing
rapidly every year. Thus, the image compression is needed to reduce the data volume
of these radiological images.

In 1980, Linde, Buzo, and Gray proposed a VQ design algorithm based on a
training sequence. At present, the most widely used technique to design VQ
codebooks is Generalized Lloyd Algorithm (GLA) [5]. Usually we call it LBG
algorithm. Recently VQ is considered to be a most popular technique for image
Compression [6]. In a conventional image VQ compression method, an input image is
firstly divided into a series of non-overlapping smaller image blocks. Then, VQ
encoding is implemented block by block in a raster scanning order. A k-dimension,
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National Science Foundation of China(No.61071116), and the Project of Key Laboratory of
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N-level vector quantizer is defined as a mapping from a k-dimensional vector space R*
into a certain finite subset Y={Y}, j=1,...,N}. The subset Y is called a codebook and its
elements are called code words. Kekre proposed a 2-level Vector Quantization
method for codebook design using Kekre’s Median codebook generation algorithm
[7]. The algorithm cannot use the exclusion algorithm to eliminate unnecessary code
words.

Now VQ which has been successfully used in various application involving VQ-
based encoding and VQ-based recognition, due to its excellent rate-distortion
performance. [8,9] The codebook design algorithm of the fundamental purpose is to
find an effective way to seek to the global optimum as possible or at least near global
optimal codebook to improve the performance of the codebook. [10] The quality of
codebook design is the key factor of the performance of vector quantizer.

2 LBG Codebook Design Algorithm

2.1 The Drawbacks of LBG Algorithm

The traditional LBG algorithm is a classic algorithm of codebook design, and LBG
lay a foundation for the development of vector quantization technology, but there
exits three main drawbacks as follows:

1) Very sensitive to the initial codebook.
2) That codebook is not adaptive enough.
3) Large computation.

2.2 LBG Algorithm Is Summarized as Follows

1) step I: An initial codebook YN(O) ={Yj;j=1,2,...N} with size N is given, set

average distortion D' — o and iteration n=0, the threshold e(0<e<l).

If you have more than one surname, please make sure that the Volume Editor knows
how you are to be listed in the author index.

2) step 2: The training aggregation X ={Y sJ=12,.M } include the vector x,, and
divide into N different sub-interval R(n)(i=1,2,...N).

. . 1 & .
3) step 3: The average distortion D, =— » mind(x;,y) if the nearest two average
e

distortion meet the inequality (D, , —D,)/D, <& or meet the given iterations, then

stop the algorithm, and get the last codebook Y, .Otherwise go to Step 4.

1
4) step 4: Calculate the centroid Y, (n) = —— Z x,, , update every sub-interval

|R,- ()| 5, &R (m)

codebook, set n=n+1, go to Step 2.
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3 Hadamard Transform

The definition and nature of the Hadamard-transform:

Set H, be 2"X2" Hadamard square matrix with elements with in the set {1 -1},
assume that all of the following vectors for k-dimensional vector, set k=2" (n>0), then
the following basic definitions and properties can be obtained:

1 1 H, H,
1) H = , H,,, =
1 -1 H, -H,

2)Set vector x through the hadamard transform be vector X, we can define that:
X=Hx
3) X, =S8,
Where X, is vector X’s Ist —dimensional component, S, is the sum of the input
vector X.
4) D(X.Y,)=kd(x.y,)
Where the codeword y; through Hadamard-transform to be Y};
Based on X = H, x, we have:

X[ =Xx"X =(H,x) Hx=x"HHx=k'x=k|x

That is to say, the norm of transform vector is k times the norm of the corresponding
spatial vector. So we search the nearest neighbor codeword in the Hadamard domain
is equivalent to in the airspace.

4 Proposed Algorithm

This paper provides a new codebook design algorithm, reduce the computational, and
more importantly improve the codebook performance greatly.

4.1 Previous Work

For a given codebook Y={Y}; j=1,....N}={(;1, Yj2,-.-.yiw); j=1,...,N} of size N and a
query vector X=(x;, X, ..., Xi) in the k-dimension vector space, we denote the sum, the
variance and the L, norm of X and Y; as (S, Vx, Ly) and (S;, Vj, Lj), respectively. They
are defined as:

k k
Sx:in’ széyji‘ (1)

) SERCNTS IR ) R @

k X
L= 1= (3 N
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4.2 Three-Step Exclusion Algorithm

Let H(k) be kxk Hadamard matrix. The Hadamard-transfromed vectors A, and hy; of
the vector X and codeword Y; are defined as h,=XH(k) and hy= Y;H(k), respectively.
The Hadamard-transformed variance and norm of vector X and codebook Y; are

defined as:
k k
hv, = thxiz N ’thiz . €]
i=2 i=1
k k
hv, =\/Zhyﬁz ’ ||hy,~||=\/2hyﬁ2 : ®)
i=2 i=1

Let D,,;, be the current minimum transform domain distortion. Let Ax, and hy;; be the
first element of hx and hy;, respectively. The proposed algorithm presented a fast
codeword exclusion algorithm, its three-step test flow method can be expressed as:

(hx,~hy,) 2 D,,. (6)
(hv,~hv,) 2D, (7
(hx1 —hy, )2 +(hvx —hv, )2 2D, . ¢))

4.3 Off-Line Calculation

Before encoding, calculate Hadamard-transfromed vectors hy; of codeword Y;, then
calculate hyj,, the first element of the L, norm of codebook Y}, sort in ascending order.
In the encoding process, calculate Ax of the vector X and V, Hadamard-transformed
variance. Choose the codeword nearest hx; Hadamard-transform of inputting vector X
to be the initial match codeword.

4.4 On-Line Calculation

During the on-line stage, the encoding process for each input vector X can be
illustrated as follows: perform the Hadamard-transform on the input vector X to
obtain Ax; and compute Ax, and hy;, then initialize the current closest codeword of hx;,
there after a three-step exclusion test flow will be introduced to reject unlikely
codewords. It can be expressed as:

(hxl —hy; )2 =D . 9)

(hv, ~hv,) 2D (10)

min *
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(hx, —hy, ) + (v, =hv,) 2 D,,.. (11)

The proposed algorithm combines Hadamard transform and K-means theory, uses the
classification method of mean of the statistical characteristics to generate the initial
codebook. Moreover, improves the frequency of centroid. Whenever a training vector
is classified into cell lumen, calculate the centroid of the corresponding cell and
replace the original codeword.

Compared with LBG algorithm, the adjusted code words represents the
characteristics of the cell lumen, accelerates the speed of convergence of codebook,
improves the performance of codebook.

S Experiment Results

The standard images are used in the experiment to evaluate the efficiency of the
proposed method. Computer simulation using real images is performed on a PC to
evaluate the proposed algorithm in comparison with some fast algorithms. For the
experiment, we use training and test images of size 512x512 with 256 gray levels.
Lena and Peppers are used as training images to design the codebook, and the
resulting codebook are used to compare with the LBG algorithm.

From Table 1, we find that the proposed algorithm is improved compared the
coding results of the other algorithm, especially when the codebook size is large, the
advantage is quite obvious, the Peak Signal to Noise Ratio (PSNR) is improved 0.1-
0.9 db compared the LBG algorithm.

Table 1. Comparison of the PSNR of one training and twenty trainings of Lean and Peppers.

. Codebook size

Image Methods Iterations 7 756 = oz
LBG 1 29.5014 30. 4018 31. 2355 32.2211
Lena New 1 30. 2946 31. 2376 32. 1692 33.1973
LBG 20 30. 6698 31. 6475 32.5198 33. 4066
New 20 30. 6042 31. 7155 32. 7534 33.9017
LBG 1 29. 0239 29.9973 30. 8187 31.7110
Peppers New 1 29. 8354 30. 7536 31. 5887 32.6122
LBG 20 30. 1531 31. 1408 31.9311 32,7231
New 20 30. 1119 31. 1661 32.3233 33. 3903

Fig. 1. shows the Peak Signal to Noise Ratio (PSNR) of the two algorithms under
the different iterations and the codebooks of size 5/2. From Fig. 2., we can find that
the new algorithm is more efficient when the iteration is equal, moreover, the new
algorithm can also exceed the conventional LBG algorithms when the iteration of the
new is less than the other iteration.
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Fig. 1. The PSNR of the two algorithms under different iterations and the codebook size 512

6 Conclusion

This article presents a new codebook design algorithm for VQ technology based on
Hadamard-transfrom. The proposed algorithm combines the excellence of the
conventional LBG algorithm. First, using the Hadamard-transfrom and K-means
theory, the vector can be quantized with a considerably lower complexity than direct
vector quantization of the original vector. Then, using the fast exclusion algorithm, it
use three-inequality which can preclude some unnecessary codeword fast. The
simulation results show that the PSNR of the proposed algorithm is improved
significantly. It is also found that the proposed algorithm outperforms the existing
codebook design algorithm when the iteration of the new algorithm is less than the
others.
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Abstract. This paper presents a design and analysis of some efficient channel
encoding and decoding schemes for enhanced data services provisioning within
next generation personal mobile radio systems, specifically Terrestrial Trunked
Radio 2 system. Two different turbo codes schemes are compared by way of the
parallel convolution codes and the serial convolution codes. An efficient channel
coding scheme applied in the TETRA Release 2 system is also proposed.

Keywords: Terrestrial Trunked Radio 2, Channel Encoding, Channel Decoding,
Turbo Code parallel convolution codes (PCCC) and the serial convolution codes
(SCCO).

1 Introduction

With the growth of wireless communication, interference and noise, multipath fading
and bit error rate also is increased. It needs to adopt appropriate channel coding to
improve the data wireless communication quality. TETRA (Terrestrial Trunked Radio)
[1] is recommend as a kind of the 2nd generation (2G) mobile communication standard
for digital trunking system in China. TETR digital trunking system has been fast
development in personal mobile communication network since its stringent
architecture and an open standard.

The European Telecommunications Standards Institute ETSI has developed
TETRA—TETRA? in the 3rd generation(3G) mobile communication standard for a
new generation of wireless communication. A packet-switched technique is used in the
3G mobile communication network to increase the data transmission rate and meet with
different service of the QOS required and effective management of user who ask the
flexibility physical application.This technique is not only applied to such as GSM,
UMTS GRPS public mobile telecommunications system, just as for personal mobile
communication network. Turbo code is being used as a standard channel encoding and
decoding in the 3rd generation mobile communication standards [2-5].

In this paper we will do comparison on parallel Convolution codes PCCC and serial
Convolution codes SCCC, and put forward a new kind of encoding and decoding of
Turbo codes for TETRA2.
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2 Optimization of Terrestrial Trunked Radio of 3G

Turbo code being used as a standard channel encoding and decoding in the 3rd
generation mobile communication standard will face with some problems such as error
rate increasing since changes of the transport channel and communication conditions of
time-varying characteristics [6-8]. In order to meet the needs of the high-speed
multimedia applications and reduce the error rate, increase information throughput,
improve communication capability, and enables communication systems become
reliable systems without delay time-varying characteristics, TETRA2 will be of the
following characteristics:

(1) Selecting best channel encoding scheme to enhance communication quality so
that TETRAZ2 can realize an interworking with other 3G mobile system.

(2) Improving public mobile communication network such as GSM, GPRS, etc. in
the Internet and roaming capabilities.

(3) Increasing the coverage of network and reducing scheduling overhead.

(4) Providing a high speed data service for multimedia communications.

(5) Increasing network interface performance to optimize the utilization of spectrum
efficiency and improve communication power consumption.

Based on the above-mentioned requirements, a new interface standard known as TEDS
(TETRA Enhanced Data system) is proposed as following:
The main performance for TEDS:

(1)TEDS adopts 8, 16, 32 or 48 channel transmission where channel bandwidth is
25kHz. 50kHz. 100 kHz or150 kHz respectively.

(2) Modulation mode is 4-QAM, 16-QAM, 64-QAM.

(3) Channel coding rate of Turbo codes is 1/2 or 2/3.

Figure 1 an optimization of communication channel coding system implemented on
Turbo codes is shown as following.

pseudo
(IS t—>{ Turbo coding [—»| Slappedty > random [ I'nsert —>{ deserialize MCM
PSS QAM . designators W
interleaver
L multipath MCM Senal' deinterlacing —»  mapping > Turbo decode —» Data sink
channel Conversion
The raw T
AWGN Frequency and input data Chm}nel _State
. estimation
timing recovery

Fig. 1. A communication channel coding system implemented on Turbo codes

3 A New Encoding and Decoding of TETRA2 Digital Trunked
System

Turbo code is of format of the parallel convolution codes (PCCC) and the serial
convolution codes (SCCC). The parallel convolution codes (PCCC) and the serial
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convolution codes (SCCC) are Turbo codes based on binary Convolution encoder
(BCE). A cascading encoding structure diagram of BCE base unit is shown as Figure 2.

I/li Cl
pl pl
z ¢; G
BCE 1 I 5
Interweave Delete
2
u. c’” ¢
> BCE2 ! —

(a) PCCC cascading encoding structure diagram (n, k)
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(b) SCCC cascading encoding structure diagram (n,k,N)

Fig. 2. A cascading encoding structure diagram of BCE base unit

The code rate is 1/3 in the PCCC which can be increased1/2 or 2/3 by deleting
method. The code rate in the SCCC can be expressed by

R=R'R. =k/n M

Turbo code is of small bit-error rate (BER), low noise ratio in wireless channel coding
standards in 3G since Turbo code based on Shannon's theory.The bit-error rate of
PCCC and SCCC can be expressed as below [9-10].

P
N N—IQ Zd/«'r.l/RCEb

PCCC: P,(e)~ KN el I

©))

S Lelf
o

4%’ RE
sccc: P(e)~ kN POt d{ even number 3)
0
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It is shown that the bit-error rate of PCCC can be reduced by way of maximize code

valid free distances d; o OF Minimum composition code error N 1. and code class
number N Freff SO that PCCC encoding is optimum. In SCCC encoding, bit-error rate
is smallest while the valid free distances d]? is even number. At the same time, the

intertwine gain of PCCC is N ' and the intertwine gain of SCCCis N>, N,

N~ , SCCC coding is superiority on PCCC coding by increasing intertwine gain and
the bit-error rate is smaller at high rate of signal-noise [6-8].
A scheme of PCCC decoding and SCCC decoding is shown in Figure 3.

Output Output
demodulator Not used demodulator
I— i E— — .,
MAP coding 1 MAP coding 2
INT > >
Tnput \ - Judgment
DEINT W
(a) A decoding of PCCC
Output
demodulator Not used
MAP
Inner code DEINT . MAP -
Input y ’ Outer code >
0
S 4
INT. <1 C)ﬁ
(b) A decoding of SCCC

Fig. 3. A scheme of PCCC decoding and SCCC decoding

In Figure 3, BCJR decoding algorithm in the Turbo decoding is used in a Maximum
Posteriori probability (MAP) decoding models for decoding single input and single
output (SISO) of PCCC and SCCC. It is noted that the SCCC decoder is a typical serial
cascading decoder in which external encoder corresponding input is 0 due to external
encoding does not contain information bits of information, and Turbo codes circuit is a
kind of feedback implementation.

The polynomial generated of PCCC and SCCC coding is expressed as following:

The polynomial generated of PCCC at 16 state coding:
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8o 2(31)8 and g, :(33)3 4)
The polynomial generated of SCCC at 16 external state coding:

g, =(46),and g, =(72), )
The polynomial generated of SCCC at 8 internal state coding:

8o =(13)8 and g, =(15)8 (6)

Here the encoding parameter is analyzed with additive white Gaussian noise. It is seen
that the states of SCCC coding is reduced by 25% than that of PCCC coding. SCCC
coding is of better performance such as the error rate, data throughput, and so on than
that of PCCC coding.

4 Summaries

This article discusses an enhanced data services can be made by way of use of an
appropriate channel coding to implement a TEDS standard. SCCC coding is an
appropriate channel coding since it can provides better performance such as the
universality, effectiveness, bit-error rate, time-delay and data throughput in channel
encoding compared with the PCCC which are applied to the 3G standard of Turbo
codes. These advantages of SCCC coding are good for video phones, electronic
monitoring, and streaming media, and so on high-speed multimedia applications of
TETAR2.
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Abstract. In this paper, an algorithm of Selective Block Size Decision for Intra
Prediction in Video Coding and Learning Website will be presented. The main
purpose is to reduce the high complexity of video when predict in intra
prediction to select the mode.

Video coding decision is divided into two stages: the selective block size
and reduce the prediction mode. When selective block size predict by the block
smooth, it can divided to three stages. The smooth block use thel6x16 intra
prediction mode and the complexity use the 4x4 intra prediction mode. When
reduce the prediction mode, we use the Elyousfi’ algorithm.

On experimental results, we decide the variance by 500 and use the smooth
block to control the selective block size then we can get the lower complexity.

Keywords: intra prediction, H.264, variable.

1 Introduction

Because of the completeness with the third generation mobile communication
technology, there are more and more portable products which can watch multimedia,
such as MP3, I-Pod, I-Phone, Mobile Phone and so on. However, these portable
products, not enough storage space for multimedia storage, the video compression
technology is a topic of growing importance. In 2003, the latest video encoding is
proposed, an increase of applied on the network, but also improves the video coding
rate of the original, making the image on the network can be used more widely.

In this paper, we focus on the internal prediction based on the video coding
techniques and modify the original prediction of the high complexity [1], to make
further improvements.
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2 Related Work and Researches

2.1 JM Intra Predict Mode

JM (Joint Model) is a kind of basic prediction method, because it is using Full Search
internal prediction model, in particular, is also using Lagrangian multiplier JM

(ﬂMODE) which is the best model selection method, through the multiplier to consider

the overall picture distortion (Distortion) and bit rate (Bitrate) [3], so the use of a rate
- distortion optimization (Rate-Distortion Optimization: RDO) [4] method of
calculation and formula is as follows:

J = Distortion + A, X Rate (1)

Distortion of which represents the prediction model to predict the block distortion
with the original block, but Rate is the representative of the aforementioned code
generated by the encoding bit rate (Bitrate). The Lagrangian multiplier is expressed
as:

ﬂ’MODE =0.85x% 2(QP—12)/3 N

Therefore, the size of the Lagrangian is determined by the size of quantization
parameter (QP), as part of distortion is used by the calculation of sum of squared
difference (SSD). SSD is calculated as follows:

SSD = Z(block(i, j)— prediction(i, j))2 3)

i,j

Block represents the original block of pixels, prediction is a prediction pixel value, the
best of ratio-distortion is looking out for each block of the predicted residual value of
the minimum, and representatives for the block predicted the value of the minimal
distortion. RDO complete formula such as (4).

J = 88D + A,,op X BitRate 4)

These are the predictions for the 4x4 block of the used rate-distortion optimization,
predictive models for the 16x16, JM modifies the distortion assessment of SSD in
favor of a new assessment method which called sum of absolute transformed
difference (SATD), and the residual Hadamaed converted value as the new residual
value for the absolute value and then add up the pixel value divided by 2, such as (5).

SATD = Z|(newdiﬁer(i,j))| /2 (%)
ij
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The RDO formula for 16x16 just changes the SSD of (4) to SATD, and the determination
method for the RDcost which is calculated by J follow the following steps:

(1) Select 4x4 block prediction mode, calculating nine models RDcost.

(2) Select the smallest RDcost, and record the minimum cost of the prediction model.
(3) Prediction of 16 4x4 blocks minimum RDcost sum, assuming the sum of A.

(4) Select the 16x16 block prediction model to calculate four models RDcost.

(5) Select the smallest RDcost, and record the minimum cost of the prediction models
and assumptions for the minimum Rdcost B.

(6) A and B, compare the cost, if B is small then this block uses a 16x16 prediction
mode; the other hand, use the 4x4 prediction mode, and record the minimum cost
prediction model, it is predicted by the block the best prediction model.

By the above steps, for JM, all blocks will be used nine 4x4 prediction modes and
four 16x16 prediction mode, so a higher complexity.

2.2 Elyousfi’s Fast Intra Mode Decision

Pan's fast intra mode decision was made in 2003 [6], the way he used through the
pixel values within each block first to the block for this prediction, as shown in Figure
1(a) to (f).He observed the difference between pixel values to determine a possible
direction for this block. And in 2007 Elyousfi proposed his fast intra mode decision
[6] is based on Pan's algorithm to do the amendment.

(e)

Fig. 1. The possible intra prediction direction of the block [6].

In Pan's algorithm, based on horizontal and vertical pixel values of the difference
between 4x4 and 16x16 blocks as a predictive model to determine a possible model,
as shown in Figure 1 (a) and (d), and pursuant to Table 1 shows that the most
common mode of 0,1,20f 4x4 will be selected to the three models.
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Table 1. The three most commonly used model [7].

Name Sum of 3 proportion
Akiyo 73.6%
Coastguard 68.7%
Foreman 48.1%
Mother and daughter 60.9%
Salesman 58.5%
News 62.3%
Trevor 69.5%
Carphone 71.6%
Container 66.2%

The Elyousfi's algorithm in addition to horizontal and vertical addition, also adds
the judge of the mode 3 and 4. The ways show in Table 2.

Table 2. The calculation method of Candidate model [6].

Num Mode name Equations for cost
0 Vertical Cost=a-i[+|b-j|+|c-k|+|d-]|
1 Horizontal Cost=|a-c|+|e-f]+]i-k|+|m-o|
3 Diagonal-down-left Cost=|b-e[+|g-j|+|I-0|+|d-m]
4 Diagonal-down-right Cost=|c-h[+|f-k|+|i-n|+|a-p|

3 Selective Block Size Decision Algorithm for Intra Prediction

3.1 Prediction Process of the Original

In the above two related work, JM algorithm in predicting the completion of all 4x4
blocks, the prediction is again all 16x16 blocks, JM, respectively, with a screen for



Selective Block Size Decision Algorithm for Intra Prediction 199

the last two predictions. To assume that if a scan can be divided into 4x4 blocks or
16x16 blocks for the best predictors of the best prediction block, and can reduce the
use of predictive models, so we can reduce the complexity. The Elyousfi's algorithm
only simplifies in the mode of the prediction, so the prediction for the 16x16 block is
4x4 blocks, etc. must be completed first prediction, and predict more than a 8x8 block
to calculate the minimum RDcost complexity, then do 16x16 prediction block. For the
above two problems, this paper decided to use two separate blocks, can be seen from
Figure 2, the part inside the red box, the block pixel values are very close to the
nearby, so in this block which will choose 16x16 prediction mode. From here we can
see that when the screen block is smooth, we select the large block prediction mode as
the prediction block of prediction models.

N\
N

Fig. 2. Foreman.

So for the judge to find the block at the time, it was suggested that the threshold
value [2] of the judge, the judge in setting the threshold is very important. If the
threshold set too high, represent a part of the predictive coding would be predicted
error, although the complexity will lead to decrease, the error code could lead to a
waste of coding. So for the theory of the threshold value, we propose a different way
to judge, and we propose the usage of variance (Standard Deviation) to analysis.
We turn the selected block size is 16x16, then the 4x4 block is divided into 16
blocks, 16 blocks from this variance for analysis, first of all, such as the variance
formula (6):

2o — )

1 (©)
N

X, represents each pixel value inside the 4x4, and [/ is expressed as the average. It
would seem that the 16x16 block size will have 16 variable value, then we can see
from Figure 3,4, when the value of each 4x4 pixel block differences are smaller, the
smaller the variance, whereas the larger. This result can be that, assuming the 16
variable values are small, then we can determine these 16 blocks are all relatively
smooth block.

N
k=

O =
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60 55 60 63
58 63 59 57
59 62 61 58
59 62 60 60

Fig. 3. Block with smaller pixel value difference.

67 43 182 123
27 101 | 254 | 234
33 190 | 246 | 210
110 | 244 175 86

Fig. 4. Block with higher pixel value difference.

But how to judge the value of variance value is belong to smooth picture? We
assume that the variance is less than a fixed value, this block is relatively smooth
block, and then for 16 variable values to determine the results of the classification of

blocks judged.

4 Experimental Results

4.1 Test Environment and Sequences

Tool: MATLAB 7.6.0 (R2008a)

Hardware: Pentium® Centrino Duo with 1.00GB memories

System: Windows® XP SP2

Sequences: Akiyo ~ Bridge-close » Foreman ~ Hall - Mobile

Size: QCIF (176X144 gray)




4.2 Experimental Results

Table 3 shows that the PSNR value of the proposed method has higher value than
Elyousfi's algorithm and better than JM algorithm. As the hall in the rear of the set of
images will not change, so for the more stringent threshold for judging in this paper, it
will have better prediction results, but more stringent limits because of block
prediction method, so relatively speaking, will sacrifice time. In the 4x4 and 16x16 if
prediction block is more then this would also increase the overall complexity, so if we
go to get rid of the middle of the choice of 4x4 and 16x16 blocks of uncertainty, as a
4x4 forced 4x4 blocks to predict the pattern of blocks, although we can get better
PSNR (31.9208 dB), relatively speaking, as mentioned in the previous section, the

Selective Block Size Decision Algorithm for Intra Prediction

result of coding errors, it will result in low performance.

Table 3. The predicted block PSNR values in the three algorithms.

PSNR

. Seri#s

Don 50 Don 100 Don 400 Don 500 Don 600 Don 1000

Fig. 5. The PSNR value of Akiyo.

sequence M Elyousfi’s Proposed
PSNR TIME PSNR TIME PSNR TIME
Akiyo 31.45927 257.3 31.48312 | 250.0781 | 31.59936 | 253.7781
Bridge-close | 30.37561 | 240.2031 | 30.30629 | 245.0969 | 30.65883 | 247.8906
Foreman 29.91378 | 250.8094 | 29.92498 | 247.8906 | 30.50395 | 248.0688
Hall 30.46308 | 244.1344 | 30.36744 | 250.4281 | 31.55669 | 251.8063
Mobile 28.48973 | 247.1438 | 28.44292 | 249.4344 | 29.32731 | 250.05
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5 Conclusion

This paper set the value as 500, and we use the variance, as the threshold for image
prediction process, while in the fourth chapter of the experimental results also show
that when the value is set to 500, showing a better performance, but poor performance
in time, the future may be able to make improvements for this point, in addition to the
gray area in the middle for the judge, and perhaps the future is a part can be studied.
And in determining the value we may be able to choose images for different habits to
develop more of the fixed value, or judgments for the color image.
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Layer Simulation on Welding Robot Model
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Abstract. This paper designed a full information simulation way to replace
inhibic arc simulation with software according to complicate information of
welding robot system. In order to simplify simulation model, a layer simulation
way is adopted and developed. Simulation experiments showed that simulation
model had stable structure. Full information simulation way solved questions of
information pursuing one by one. With initial information increases, simulation
time would decrease with same simulation steps, which indicated that running
efficiency of robot system can be increased.

Keywords: PETRI net, Welding robot, Model; Simulation.

1 Introduction

Due to the procedure of flexible system is more complex, it refers to control,
technology and motion, etc. If make a simulation before the operation of system, not
only can avoid the potential malfunction, but also can reduce the cost. On the macro
level, it provides a more comprehensive understanding of system performance. The
research is of great significance towards system’s plan and scheduling. And on the
micro side, established models of different research systems have different
characteristics, the structure and performance of these models are also different. And
simulation can conduct a further validation about the Feasibility and correctness of the
established model.

Current researches based on the simulation of PETRI net are restricted by the level
of computer technology, so few studies about the simulation of welding robot system
have desirable results.

According to complexity of information flow movement and its distribution, which
PETRI net model of welding robot system has, this paper designs some relevant simulation
models and simulation experiments, and develops correlative simulation research.

2 Simulation Model

The theory of PETRI net is a graphical and digital means which can be used in multiple
systems. The simulation which adopted the theory can applicable to research system that
has parallelism, asynchronism, distributed, randomness and some other characteristics.
Through the simulation research, the whole process of complex system can be shown in

M. Zhu (Ed.): Electrical Engineering and Control, LNEE 98, pp. 203-@
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the form of graph, and can make researcher clear. As for the deepen system research, the
simulation can further provide a theoretical guarantee towards the system control.
According to the PETRI net model which based on the Robot welding system, this
paper carries out a simulation model design.
The design of simulation model is shown in these charts. Figure 1 is user layer
simulation model, Figure 2 is interface layer simulation model, and Figure 3 is
execution layer.

t2s5 s23

Fig. 2. Simuation chart of middle layer model
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Fig. 3. Simulation chart of execute layer
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Fig. 4. Relation chart between Simulation cycles and time with different initial information

3 Simulation Experiments

In order to analyze the characteristics of concurrent model of information, this paper
utilizes time as the evaluation parameters to analyze the model performance. In this model,
presume that there only exists transitional consuming time, and token resources 0 ms.
Under this circumstances, Simulation experiment mode and cycle simulation approach,
which includes time concrete parameters, carries out the simulation experiment of the
whole model, which contains simulation way and multiple cycle simulation.
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In the Single cycle simulation experiment, set the initial resource information as
token capacity function k=1, 2 and 3. Relationship between model simulation cycle
index and time consumption is shown in Figure 4. Relation line sim1, sim2 and sim3
respectively represents while token capacity k=1, 2 and 3.

As can be seen from the chart above, relationship between model simulation cycle
index and time consumption basically shows a proportional relation. The chart shows
that the structure of simulation model is stable, and there is no deadlock condition in the
model; meanwhile, the model has a fixed performance period, the three relation line all
increase with simulation steps under the condition of invariable model; initial time
values of the model simulation are similar, which shows the time value that is necessary
required by the system treatment only has relation with the methods and sequences that
system processing adopt. And that is the systems inherent attributes, which have no
relation with the amount of initial resources.

Along with the increase of model information, the optimized schedule ability of
model gets embodied. In terms of the same simulation cycling times, the higher
optimized degree system adopt, the less time will cost, then the processing efficiency of
the whole system will be improved; meanwhile, modeling method also got proved, all
of this show that the system has a many varieties and little batch flexible characteristics,
also reflect that the Petri net theory have a unique concerted capacity which Based on
logical layer of parallel, asynchronous, much information.

The reason that system optimization phenomenon occurs due to the increase in the
system resource allocation. Although the number of machining processes increases, the
chance that system simultaneously deals with processes increases. And thereby reduce
all running time, improve efficiency.

As for the more complex model simulation experiment, because the model itself
cannot unlimited increase processing information, meanwhile, it’ s further difficult to
emulate experiments in the more complex condition. Consequently, this paper hasn’t
discuss the experiment which under the condition ofk > 4.

Simulation results show that global information simulation method has replace the
constrained arc method in the model simulation program, effectively prevent the
information pursuit, simplify the model simulation experiment. The Model has good
dynamic characteristics.

4 Summary

According to the characteristics of welding robot system, this paper discusses and
designs a simulation model system. Meanwhile, on the basis of the system model
designed in, carries through single cycle model and multiple cycle simulation
experiment by means of automatic simulation. The structure of experiment proves that
there exists concurrent synchronous information, shows the necessity of the
optimization scheduling in the complex system, and through the time parameter value
reflects the structure of the system validity and stability.

These simulation experiments provide a theory security to the system control
experiment which based on the model, and laid a foundation for future system
optimization.
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Abstract. To be aimed at the transmission of welding seam video information
for binocular vision welding robot, this paper uses these hardware devices, such
as DaHeng image acquisition card DH-VT140, two CCD cameras and PC,in
order to acquire welding seam image. And with DirectShow technology, in
Visual C++6.0 environment, the paper realizes transmission and displaying of
welding seam video through capturing video from the image acquisition card and
function of MPEG-4 coding and decoding in DivX. Experiment results show that
this method can obtain a very good welding seam video, which will provide a
reference for the welding seam video information in LAN transmission and
monitor in the future.

Keywords: DirectShow; MPEG-4; DivX; Welding robot; Welding seam video.

1 Introduction

Welding process automation, robotic nanomanipulation and intelligence have become
the development trend of welding technology. Using the relevant technologies to
acquire the feature information of welding process can effectively ensure welding
quality. However, the acquisition of welding seam characteristic information is
inseparable from the welding video image extracted. At present, image acquisition
equipment can be divided into two kinds [1] by technology through the core of the
CCD: one is made up of CCD camera, image acquisition card and PC. The principle
is that the image acquisition card changes the video signal originating in CCD into
digital image signal. Another is the CCD camera itself with digital equipment, which
can directly transfer digital image information into the computer through computer
port. Among them, the former is dominated as a classic image acquisition system in
video collection applications.

Video capture methods play an important part in realizing welding image
collection. In Windows environment, in order to support collection compression,
decompression and playback of multimedia information, Microsoft provides two
multimedia development frameworks [2]: the one is VFW (Video for Windows), the
other is DirectShow. Because DirectShow supports for multiple audio and video
CODEC, manipulating with the flexibly and conveniently, it is used very extensively.
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This paper makes related research into the welding seam image transmission and
capture on welding robot.

2 Technical Background

2.1 Video Code and Decode Standards

The image encoding technology has been a rapid development and wide application of
customs and maturity, which was marked by a few on the image coding development
of international standards, the International Organization for Standardization ISO and
the International Electrotechnical Commission IEC on the still image coding standards
JPEG, the International Telecommunication Union ITU-T on the TV phone /video
conference video coding standard H261, H.263, H.264 and ISO/IEC on the activities of
the image encoding standard MPEG-1, MPEG-2 and MPEG-4 and so on.

JPEG is a static image compression standard. MPEG-2 standard is in the MPEG-1
standard, based on further expansion and improvement, mainly for digital video
broadcasting, high-definition television and digital video discs, etc. MPEG-2 and
MPEG-1 target the same, still is to improve the compression ratio, improved audio,
video quality, using the core technology or a sub-block DCT, and interframe motion
compensation prediction. MPEG-4 is no longer a simple video and audio codec
standards, it will content and interactivity as the core, so as to provide a more
extensive multi-media platform.

H.264/MPEG-4 Part 10 or AVC (Advanced Video Coding) is a standard for video
compression, and is currently one of the most commonly used formats for the
recording, compression, and distribution of high definition video. H.264 is perhaps
best known as being one of the codec standards for Blu-ray Discs. It is also widely
used by streaming internet sources, such as videos from Vimeo, the iTunes Store.

This paper uses the DivX, which is based on Microsoft's version of MPEG-4
encoding technology, called as Windows Media Video V3. Besides, the audio of
DivX uses MP3 technology to compress digital multimedia.

2.2 Video Acquisition and Display Technology

According to the different drivers, at present, there are two video capture cards in the
market: VFW (Video for Windows) card and WDM (Windows Model) card. The
former is a tend to be abandoned drive model, but the latter is master stream driver.
WDM also supports more new features, such as video conference, television receive,
and 1394 interface equipment, etc. Video capture card interface can be based on way
of PCI or AGP inserting PC chassis, or USB interface.

Microsoft introduced a media streaming layer on top of DirectX that was meant to
handle pretty much any type of media you could throw at it, called DirectShow. It's
included in DirectX Media, which also includes DirectAnimation (mostly web page
stuff), DirectX Transform (more web page stuff), and the old Direct3D Retained
Mode that used to be part of the standard DirectX collection.

As with DirectX, the DirectShow API is accessed through COM interfaces.
DirectShow is set up with the ideas of a number “filters” joined together to create a
“graph”. Each box represents a filter. Arrows connecting boxes represent the output



Welding Seam Information Acquisition and Transmission Method 211

of one filter being passed to the input of another filter. Arrows also show the flow of
data in the graph. GraphEdit is nice for those just getting started with DirectShow, as
it gives a nice visual equivalent to what to do in software. GraphEdit also lets the drag
filters around, connect them to other filters, and to run the final complete graph.

3 System Hardware Components

3.1 Binocular Vision Welding Robot

Binocular vision welding robot is mainly made up of the cross slipper structure with
control system, a wheeled car, two CCD visual cameras, a welding torch, ect(shown
as Figure 1). Wheeled mobile car chassis has a powerful magnet device, which has
the robot steadily move on a magnetic plane and oblique plane.

Crosss lipper structure -
Welding torch

Wheeled mobile car CCD

Fig. 1. Binocular vision welding robot

3.2 Video Acquisition Equipment

This paper makes use of DH-VT140 image capture card as a video acpuire
equipment. The card is based on computer PCI bus, WDM driver, and has four
thoroughfare image videos. Besides, each thoroughfare image video has two groups
of video input sources. Two CCD cameras are made by SHENZHEN SHINAIAN
ELECTRONICS TECHNOLOGY Co., LTD, which belongs to SNA-M325 series
with micro-using pinhole cameras, SONY 1/3 "CCD image sensor. The power is 12V,
DC.

4 System Software Components

4.1 Capture and Creation of Welding Seam Video

The capture of welding seam video makes use of “filter” in the DirectShow. And
“filter” makes video capture devices registered under video capture sources directory.
The types of video capture devices registered by the “filter” and the corresponding
relations between them are shown as table 1.
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Table 1. Directories of video capture devices registered by the “filter”

Type directory CLSID Category MERIT Category
Audio Capture Sources CLSID_AudiolnputDeviceCategory | MERIT_DO_NOT_USE
Video Capture Sources CLSID_VideolnputDeviceCategory | MERIT DO _NOT USE
WDM Streaming Capture Devices | AM_KSCATEGORY_CAPTURE MERIT_DO_NOT_USE

Before video capture, we need to acquire the amount of capture device.
Fortunately, DirectShow provides a special system device named enumeration
components (CLSID_SystemDeviceEnum), which can be used to get the video
acquire device that supports DirectShow. How to get the creation and capture of
welding seam video in application by using DirectShow from Visual C++ 6.0 as the
follows [3]:

@ use CoCreatelnslance function to create system enumeration object and gain
ICreateDevEnum interface;

@ use interface methods(ICreateDevEnum::CreateClassEnumemtor) to create
enumeration for type directory designated,and get IEnumMoniker interface;

® use interface methods(IEnumMoniker::Next) to enumerate all Device Moniker
in specified type directory. Such, each Device Moniker realizes its IEnumMoniker
interface;

@ after call IMoniker::BindToStorage function, use Device Moniker attributes to
get a Display Name, Friendly Name, and so on;

(® make Device Moniker generate DirectShow Filter by means of call
IMoniker::BindToObject function, after that, IFilterGraph::AddFiher function in
Filter Graph would work.

If hope DirectShow work well, you must make video capture equipment be in the
state of the “Filter”. After that, each “Filter” can collaboratively work. In fact, the
Filter of acquisition device created is also enumeration process. After select Daheng
DX Video Capture, get this device with Display Name and Friendly Name,
afterwards, you can use the name for parameters to create “Filter”. Such as, this paper
has realized the Capture and Creation of Welding Seam Video.

4.2 Display and Storage of Welding Seam Video

After equipment of welding seam video was successfully created, if we create a
complete the Filter Graph again, we can get the output video. The method is as
follows [4]: fistly, using Capture Graph Builder component technology provided by
DirectShow; secondly, having attribute of IGraphBuilder be setted to SetFilterGraph;
last, calling Capture Graph Builder. In this way, we can successfully construct capture
a Filter Graph. The image acquisition card DH-VT140 is based on PCI interface with
WDM driver. Here is one Preview pin for video image preview, another Capture pin
for video data capture(shown as Figure 2).
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Preview

Video Capture Filter
Capture

Video

Input
Render

Fig. 2. Principle of video previewed with the Filter Graph
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The way that filters are connected in a graph is through their “pins” [5-6]. Every
filter, no matter what type, must have at least one pin to connect to other filters. When
attempting to connect two filters, the pins on both the filters pass information back
and forth to determine if the downstream filter (the one accepting data) can handle the
data passed in by the upstream filter (the one sending data). If the pins successfully
negotiate a data type they both know, a successful connection has been made between
the two filters. For example, the MPEG-4 Stream Splitter filter needs to send the
audio and video portions of MPEG-4 data to separate decoder filters.

After acquiring welding seam video image, in order to go a step further to
comprehend the quality of welding seam, we need to store welding seam video. The

Principle is shown as Figure 3.

Preview Input Preview
Video Capture Filter Smart Tee
Capture Capture
In File Writer ["]¢—{ | AVIOut Input01 e
AVI Mux

Input02 [Ij

Video
Input
Render

Fig. 3. Principle of video stored with the Filter Graph
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Save az
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Hide<s

Fig. 4. Video operation software
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If welding seam video is directly saved as AVI files [7], they will take up many
computer memories. In order to improve this situation, they need to be compressed
and then saved. This paper takes advantage of joining DivX CODEC between video
output Pin and AVI Mux Filter to achieve this purpose(shown as Figure 3).

The core codes of the acquire are shown as follows:

HRESULT CaptureYideo( )

{

HRESULT hr;

IBaseFilter *pBaseFilter=NULL;
ImediaControl *m_pMediaControl;
IGraphBuilder *m_pGraphBuilder;

ICaptureBuilder2 *m_ pCaptureGraphBuilder;
IVideoWindow *m_pViewWindow;

// Initialize the COM library.
CoInitialize (NULL) ;

// Use QueryInterface method to inquire about the
component whether the system can support.

hr=GetDevicelInterface( );
// Link filter graph and acquire graph.

Hr=m pCaptureGraphBuilder-
>SetFilterGraph (m_pGraphBuilder) ;

// ICreateDevEnum interface to enumerate acquisition
equipment which has been existed in system, to find
available equipment.

hr=FindCaptureDevice (&pBaseFilter) ;
// Add video filter into Filter Graph Manager.

hr=m pGraphBuilder->AddFilter (pBaseFilter,
L“VideoCapture”) ;

// Connected video manager and preview manager with
RenderStream.

hr=m pCattureGraphBuilder-
>RenderStream (&PIN CATEGORY PREVIEW, &MEDIATYPE Video,
pBaseFilter, NULL, NULL) ;

// Build the graph.

Hr=m pCaptureGraphBuilder->SetOutputFileName (&
MEDIASUBTYPE Avi, L%“c: \example.avi”, &ppf, NULL) ;

// Set video window style
hr=SetupVideoWindow( ) ;
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// Run the graph and start to preview video acquired
hr=m pMediaControl->Run( );

return S_OK;

}

5 Conclusion

After this paper studies the basic principle of DirectShow, using CCD camera, image
acquisition card and PC as the welding seam video acquire equipments, in Visual C++
6.0 environment, have compiled a software with video acquire. The experiment shows
the software(shown as Figure 4) is stable and reliable, and welding seam video image
would transmitted clear. This method provides a reference for transmission and
monitor of welding video information on the local area network(LAN) in the future.
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Abstract. Motion estimation is the most important part that needs about 80% of
computation in the procedure of image compression coding. So there are many
fast algorithms for motion vector search proposed to reduce time consumed and
keep good qualities.

In this paper some traditional algorithms and algorithms using prediction
values are investigated, including DS (diamond search), HEXBS (hexagon-
based search) and UMHEXagonS. The mechanism of search pattern based on
multi-direction motion vector prediction algorithm is proposed to develop a fast
algorithm based on motion estimation and combining search patterns and
directions.

At the moment, we just speed up the encoding time and perform better high
PSNR values in the proposed algorithm. But that is very similar with MDS or
SPS, and the factors of software and hardware like the selection of algorithms
or frame number and the phase of early termination or the difference of
hardware are not discussed.

Keywords: motion estimation, motion vector, search pattern, multi-direction.

1 Introduction

Recently, the applications of multi-media have become more popular in the people’s
life. In the data of multi-media, video data has larger than that of text data. So there is
a problem that video data consumes a lot of the bandwidth, storage and computing
resources in the typical personal computer.

For this reason, video compression has become an important issue of research
areas. In recent years, many video compression standards have been proposed, such as
MPEG-1/2/4 and H.264/AVC. H.264/AVC is ratified by both the ISO/IEC and
ITU-T. It has better coding efficient than other standards, but it has too higher
computational complexity in implementation. The main computation is about block
matching motion estimation (ME), variable block size motion compensation, multiple
reference frames motion compensation and Rate-Distortion Optimization(RDO).

M. Zhu (Ed.): Electrical Engineering and Control, LNEE 98, pp. 21
springerlink.com © Springer-Verlag Berlin Heidelberg 2011



218 T.-H. Tsai et al.

In this paper, we proposed a new algorithm in H.264 for motion estimation (ME)
with the direction of search range and search patterns to advance the efficiency of
compression.

2 Related Work and Researches

2.1 The Design of H.264/AVC Standard

H.264/AVC Encoding Standard is formed by both the ISO/IEC and ITU-T in March
2003[1][2][3]. It focuses on the efficiency of compression and the high reliability of
transmission. The diagram of H.264/AVC Structure is shown in Fig. 1.

Video Coding
Coded
Contro v
| Data «—> Data |
y'y Coded
A\ 4 \ 4

Network |
[H.3] [MP4] [H.32] [MPE] [etc.

Fig. 1. The diagram of H.264/AVC Structure.

For inter prediction coding, we use current frame and previous frames to do motion
estimation and get the motion vector for motion compensation. For the block of MC,
we can get good results if ME has good performance.

2.2 Motion Estimation Algorithms

In H.264, we often use block matching algorithm (BMA) to compress the video for
temporal redundancy [4][5][6][7]1[8]. Block Matching Algorithm is that divided the
video frames into the blocks of static size and not overlapping, and every block
searches the similar block in the search window of reference frames. Motion
Estimation is to decide which macro-block of reference frame is similar with the
macro-block of current frame. The first step is to define the search range in search
window. Second step is to find the all points in the blocks with minimum block
distortion. If we find the smallest one, we can confirm that block is correct.

Besides BMA, we use Full Search, Diamond Search (DS)[10], HEXBS[9],
BBGDS[11], UMHexagonS[12],SPS[13]and MDS[14]to compare the efficiency of
motion estimation.
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3 Search Pattern Based on Multi-Direction Motion Vector
Prediction Algorithm

3.1 Prediction Vector Selection and Computation

Because there are high correlations and similarity between the frames of video, and
we call that temporal redundancy. In this paper, we use the relation to select one
prediction candidates set. And we will explain the definition of prediction vectors and
the reasons of selection.

We use the high correlation and similarity between the frames of video in temporal
and spatial domain to select one prediction candidate set. Like Fig.2, t is the current
frame, and t-1 is previous first reference frame. The formula of motion vector is as
follows:

mv(P,1,J) =(X,Y) (1
If it is reference frame, shown as follows:
mv(P,1,J) =F,X,Y) 2

The definition of above parameters is shown as follows:

P: the frame number of current frame.

I: the value of X position of macro-block in current frame

J: the value of Y position of macro-block in current frame

F: the absolutely value of reference frame compare with current frame
X: the value of X position of motion vector

Y: the value of Y position of motion vector

And we select MV, ,MVy, .MV, , MV

zero

Mv,, MYV, to use in this

dian °

algorithm. MV, .MV, .MV, MV, isused in UMHexagonS.

Frame t-1 Frame t

Fig. 2. The diagram of relative blocks with spatial and temporal domain.
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3.2 Multi-Direction Search

We divide the search range into some regions, like Fig. 3

16

11 I

[1]

11 111

-16 0 16

Fig. 3. The diagram of search ranges.

We first perform vertical-direction and horizontal-direction search to find the best
points. If we don’t find the points, then perform diagonal-direction search and find all
best points.

We use TSS to expand the search range in order to avoid the situation of local
minima, like Fig. 4.

e
-
T

L e L

| Predictor |

@ Stwpl W Step2 A Stepd

Fig. 4. The diagram of TSS.

We use BBGDS to do small motion search pattern and the flowchart of the
Proposed Algorithms is as follows:



Search Pattern Based on Multi-Direction Motion Vector Prediction Algorithm 221

Perform diagonal direction search

and find all best poinss

Calculate deviation D of these points

Fig. 5. The flowchart of SPBMD.

4 Experiment and Discussion
4.1 Test Environment and Sequences

Tool: JM 15.1

Hardware: Pentium® Centrino Duo with 1.00GB memories

System: Windows® XP SP2

Sequences: Akiyo(300 Frames),Bus(300 Frames), Coastguard(300
Frames),Container(300 Frames), Flower(250Frames),Football(125 Frames),
Foreman(300 Frames), Hall Monitor(330 Frames), Mobile(300 Frames),Mother &
Daughter(300 Frames),News(300 Frames),Silent(300 Frames),Stefan(300
Frames), Tempete(260 Frames)

Size: CIF(352x288)

4.2 The Comparison of Performance

For some sequences like Akiyo and Mother, the value is higher than other sequences,
and the values of the difference between the maximum and the minimum are higher
than 0.3db.

The value of the difference between the maximum and the minimum with most
sequences are less than 0.2db.

We can observe that the average PSNR value with our proposed algorithm is
higher than other algorithm between 0.05db and 0.15db.
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Table 1. The comparison of average PSNR value for QP=28.

Sequence FS UMH MDS SPS Proposed

Akiyo 3891 38.89 39 38.76 39.13
Bus 36.56 36.56 36.58 36.56 36.58
Coastguard 37.53 37.53 37.57 37.5 37.61
Container 37.07 37 37.07 36.95 37.14
Flower 36.82 36.74 36.79 36.7 36.79
Football 37.43 37.44 37.46 37.45 37.48
Foreman 37.83 37.75 37.75 37.71 37.78
Hall Monitor 37.37 | 3729 | 37.37| 37.24 37.45
Mobile 35.37 35.39 35.39 35.37 3541
Mother 38.71 38.68 38.77 38.55 38.94
News 37.84 37.84 37.88 37.75 37.92
Silent 36.67 36.68 36.78 36.55 36.85
Stefan 37.26 37.25 37.25 37.25 37.27
Tempete 35.59 35.61 35.63 35.58 35.65
Average 37.21 37.19 37.24 37.14 37.29

Table 2. The comparison of average encoding time for QP=28.

Sequence FS UMH MDS SPS Proposed

Akiyo 2231.974 369.706 369.545 369.635 369.5
Bus 2520.559 551.141 550.653 550.561 550.344
Coastguard 2415.466 435.464 434.711 435.01 434.323
Container 2186.88 382.604 381.425 381.625 381.226
Flower 2482.373 506.798 506.42 506.7 506.682
Football 2373.264 525.289 524.19 525.159 525.128
Foreman 2309.872 437.357 437.252 437.334 437.147
Hall Monitor 2258.216 386.817 386.649 387.451 386.685
Mobile 2616.169 615.604 615.538 615.478 615.16
Mother 2092.179 357.104 357.084 357.119 356.883
News 2265.806 402.525 402.521 402.505 402.509
Silent 2254.769 400.33 400.305 400.306 400.269
Stefan 2469.178 526.893 526.433 526.542 526.317
Tempete 2442.829 516.214 516.191 516.109 516.116
Average 2351.395 458.132 457.78 457.967 457.735

We use SPBMD to compare with Full Search, UMHexagonS, MDS and SPS. We
can see the performance of the proposed algorithm average above the other
algorithms, better than UMHEXagonS in encoding time and has higher average
PSNR values than other algorithms. For some sequences like Mother, News and
Silent, the performance of PSNR with SPBMD is the best one in all algorithms.
Besides, the search points of the proposed algorithm are similar with SPS, expect

some sequences like Coastguard and News. The reason may be that some frames of

the sequences keep errors in judge motion vector. But our algorithm is more suitable
in various kinds of images for the results.
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Fig. 6. The PSNR value for Akiyo.

5 Conclusion

In this paper, we combine the characters of search patterns and the direction of search
range and use adaptive prediction method to reduce the computational complexity.
According to our experiments, the correct ratio of prediction vector is very important
in the searching quality and searching time. Our method-SPBMD is more suitable than
traditional fast search algorithm in real-time application and high resolution and high
motion videos. The experiments show that our method similar with MDS or SPS and
faster than UMHexagonS. It has high PSNR and the encoding time is less than other
algorithms.
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Abstract. This paper clarified the forming of management philosophy was
inevitable to management science’s development. First of all, this paper clearly
explained the content of management philosophy from the forming reason.
Secondly, this paper analyzed the double importance of management philosophy
amid theory and practice of management science research, thus proposed the
necessity of managing philosophy research. Finally, this paper put up with
prediction to the evolution tendency of managing philosophy’s development
through above analysis and the professional knowledge in management science.

Keywords: management science, management philosophy, innovation,
knowledge economics.

1 Introduction

Management philosophy's rising, has verified the historical transformation of
management values, the management thinking mode, is containing profoundly the
epoch-making surmounting to the modern management, It will lead management to a
new time from “the science” to “the philosophy”, will thus manifest and is attributing
the modern management theory field of vision and the value direction unceasingly.

2 The Forming of Management Philosophy: From Management
Science to Management Philosophy

Management science's born, is the management jump to theory significant.
But management science's appearance, does not mean that the philosophy is expelled in
the management domain, in the opposite, was precisely the philosophy promoted the
management concept sublimation, has boosted the management science growth. As
scientific management founder's Taylor, in its management science the philosophy
implication is very remarkable. Its representative work "Scientific management
Principles" is not long, but actually has 10 to concern the philosophy in the management
function. Daniel. A.Wren’s book of "The Evolution of Management concept" simply
called him as “the philosopher who everywhere lectures”, and believed that “before
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Taylor, there are no portraits can develop management question to one system approach
to this degree, and simultaneously combined the management with the philosophy
category.”[1]

From philosophy stratification plane ponder management question, is not only
theorist's responsibility and the theory idea, moreover also manages practitioner's
indispensable value pursue. The management practice needs to draw support from the
philosophy thought to the theory sublimation, but is precisely this kind of theory and
the practice interaction, causes the management philosophy from to move toward the
onstage secretly gradually.[2] Management philosophy discipline system's
construction, not only need carries on the philosophy think to the existing management
practice and the management theory, More importantly, through to manages the
practice and the management theory and reciprocity inventorying and the inspection,
tries hard to carry on the Trans-Culture, the cross domain omni-directional assurance in
the top level to the modern management. But this kind of assurance causes the
management philosophy not to be impossible to become the edge of management study
domain, its discipline traits decided that it must move toward the center inevitably from
the edge.

Management philosophy's entering the stage, symbolizes to “the denial” and
surmounting to management science time. Although the management science is
indispensable as one technological means or the technical tool at the modern age, but it
is the modern management essential condition merely but non-sufficient condition,
Because depends upon the management science merely is unable to see clearly the
management the intrinsic value and the spiritual essence, is unable to give dual
attention to the management understanding from multi-dimensions and the
multi-angles of view, is unable to dispel the humanities crisis and ecological crisis that
the management science bring[3]. Along with management practice's deepening, as
well as to management practice and the management theory’s reconsideration, the flaw
to the management science will come forth day after day and to enlarge unceasingly.
Thus, to confirm again modern management connotation, and, therefore realizes the
management thought transformation and the management value hypothesis, is the
significance to precisely manages the philosophy surmounting management science.

Here, what we need to further stress: The management philosophy's born, first is
carries on the profound reconsideration to the management science from the scientific
theory and the reality operation dimension is the premise that surveys it’s reasonable
and the legitimate scope. At the same time, the rising of manages the philosophy
intrinsic request modern management must implant two fundamental factors of the
culture and the science, achieves to has the new determination to the culture, must have
the new determination to the science, thus realizes the synthesis of humanities
management and the scientific management. And management philosophy inquires
about the management’s new balance in person's perception and the rationality,
between the individual, the organization and the society. Thus it can be seen,
management philosophy to management science intrinsic surmounting, is the necessity
to modern management theory and the practice evolution. Although the management
philosophy's production walks with difficulty, but transforms from the management
science to the management philosophy's in-depth actually has the realistic agent which
the intrinsic logical inevitability and is unable to resist.



The Formation and Evolution Tendency of Management Philosophy 227

3 The Preliminary Study of Management Philosophy’s Evolution
Tendency

When people's discussion in the 90s US-Japan economical rise and fall inversion, more
and more scholars attribute the US success to the knowledge economy rising, in-depth
conclusion is the American culture victory. American culture tradition long-standing to
innovation’s esteem has poured into the charm in the new times for the economic
growth. In the 90s the emerging of the knowledge management theory, although in also
occupies forms, but the management center of gravity tends to by might and main to the
innovation ability value and cultivates oneself to be obvious. r the innovation
philosophy becomes, the modern management's deep and essential request.

3.1 The Organizational Theory of Seeking Active and Adaptation

Following the strength of the enterprise size and the complication of external
environment day by day, to the focus on every g managerial technique more and more
yields to the organization system's arrangement which constant has an effect. Since the
modern management stage, in many manages scientist there, the organization and the
management use nearly in the identical significance. Because organizational structure's
adjustment means that also promotes the mode of administration to have the deep
transformation inevitably.

What the innovation needs is the spirit of keen, nimble, is accommodating the
atmosphere and the risk ask change, is the organizational structure elasticity and the
dynamic[4]. Drucker as early as published "New Organization's Appearance" in 1988,
made the concrete tentative plan to the future enterprise: “20 year later model big
enterprise, its management level will be inferior to today's half, the administrative
personnel also to be inferior to today 1/3. In the organizational structure, the
management object and in the control area, these enterprises will rise with the 50s later,
were presented today still by the textbook for the classics big manufacture company not
slightly similarity, but possibly approaches in these the personnel and manages not
surely by present's manager the organization which the scientist neglects. In mine mind,
future typical enterprise should be called the information organization. It take the
knowledge as the foundation, is composed of various experts. These experts act
according to come from the colleague, the object and higher authority's massive
information, the independent decision-making, the self-control, its organization type is
likely the hospital or the symphony orchestra.”[5]

If Drucker has provided the structural design for era of knowledge economy's
organization, then Peter.Senge’s learning organization has provided the organization
cultural guiding[6][7]. In "Fifth Practice - Study Organization's Art and Practice", he
made the popular explanation to learning organization, explained the learning
organization: “in here, the people expand unceasingly their ability, Creates their true
expecting result; in here, the people may release their depressed own long fervor; in
here, how can the people learn to study together unceasingly[6]. In order to obtain the
above result, the Senge proposed to carries on five big practice of the system thought
that self-surmounting, the improvement mental pattern, the establishment common
prospect and the team study and so on. The era of knowledge economy, more and more
enterprises indicated by own success practice: Many enterprises benefit in personally
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set an example “five practice”, thus has made a connection with the network shape
organization “the channels and collaterals”, specially formed one batch of high quality
association to the organization to play the enormous role, but this kind of high quality
association, also for study organization “place primarily” the management has created
the intermediate perspective foundation. The network is faculty system condition of the
organization has the adaptive, but the intrinsic creativity of organization mainly also to
depend on the study, so long as establishes the study organization effectively, adaptive
can enhance.

3.2 Take Knowledge as Centre of Theory

Enter knowledge-based economy, innovation become "God's hand" that dominates the
business’existence or death" fate. In existing economic environment, "uncertainty"” is
the only factor that can recognize, anti-innovation will break up, slow innovation
necessarily fall behind, numerous tides of businesses rise the tide fall, life and death the
rise and fall, deduce again and again this tape to contain law phenomenon. However,
the innovation is an empty slogan in no way, an abstract idea, it is one kind of ability
essentially, but this kind of ability nourishes own springhead running water by the
knowledge achievement[8]. Furthermore, innovation ability is decided by an enterprise
to the knowledge and the accumulation, the development, sharing and the use, namely
knowledge management level. Because the knowledge is the soil which freely
innovation ability grows, but must transform the knowledge as reality innovation
ability, to a great extent is decided by to the knowledge management.

Obviously, what Drucker respected is the knowledge transforms into the innovation
“we thought the knowledge is the knowledge demonstration in the motion. We said
now the knowledge is in the motion the effective information, emphatically in effect
information. Effect is outside human body, in society and economy, or during
knowledge's enhancement.”[9] Why as for the knowledge from the non-practical
evolution for the practical reason, after France famous, modernism philosopher
Lyotard has the profound elaboration. He thought that to sell is produced, for multiplies
in the new production expended commercialized the knowledge, because with the
production unified in together, the cause knowledge became the value one form,
Everything has the close direct relation knowledge with the production is legitimate,
only then possibly receives takes seriously, otherwise then cannot obtain the company
and enterprise's subsidization, will lose the value, will lose the existence the validity.

The knowledge has taken the human resources unprecedented importance in
economic growth's overwhelming function. The knowledge emphasis and talented
person's value, certainly begins in the knowledge economy, “the knowledge is the
strength”, “the talented person results in the world” in the ancient and moderns in China
and abroad is the common truth. But the agricultural society land's mother of wealth,
the land function crushes the agriculture technology absolutely; The industrial society
work disassimilation for the capital slave, the capital becomes the economic growth the
fountainhead, was still essentially the physical resources plays the control role in the
industrialization early intermediate stage. Enters the industry person later period, after
specially the knowledge economy appears, the knowledge becomes the economic
growth the predominant factor, carries negative knowledge the human resources obtain
the impetus economic growth from this “the first productive forces” status. Entering the
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industry person later period, specially after the knowledge economy appears, the
knowledge becomes the economic growth the predominant factor, carries negative
knowledge the human resources obtain the impetus economic growth from this “the
first productive forces” status. “human capital's and so on person's knowledge, ability,
health enhancements to economic growth's contribution material, labor force quantity
increase far are much more important.” The profound understanding human resources’
importance, brings the mode of administration inevitably the profound transformation.
Since the 90s, management practices present the noticeable new change, the most
obvious characteristic is the based on- human melts are getting more and more thick. Is
corresponding with it, in the management theory research “person's sun” to raise, the
most prominent achievement mainly concentrates in the human resources theory and in
the innovation management progress.

A western people- oriented of realization's course makes clear us step by step: The
solution society history progresses depends on the mode of administration the
transformation, only the management is only incorrect, but if thought that so long as
established the advanced social system certainly to be able to carry out humanist,
similarly was not good. Human's full scale development relies on the advanced social
system and the science mode of administration unification.

4 Conclusion

There is no doubt, total trend of development of the management science, the
management science is experienced by “the substance-oriented ”  to “the
people-oriented” 's transformation, management culture and the management ethics of
understanding and analyzing has become the modern management science research the
hot spot and the front.

The management philosophy, take the new value principle, the thinking mode and
the theory logic assurance “the management”, the utilization “the management”, the
advancement ‘“the management”, has brought the management idea revolutionary
transformation as us. Because of it, the management science “the subversion” with to
set at variance the quilt, the modern management will realize the historical big spanning
under the management philosophy's guidance, the management new times - person and
the human nature the time which highlights truly in the management and makes widely
known arrives.
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Abstract. The wireless testbed network is generally used to evaluate the
equipment performance and the network functions. This paper focuses on the
mobility and handover analysis in a novel advanced testbed network, T-Ring,
for 3G/B3G system which is a miniature environment compared with the real
commercial network, aiming at obtaining the similar handover performance.
Theoretical analysis, system-level simulation, and outfield testing are adopted
for the handover analysis. The simulation and the outfield test are implemented
to analyze the fast fading of wireless channel as the size of network changes
into miniature scale. The conclusion indicates by appropriately adjust the
handover parameters in the testbed network, the mobility is able to stay the
same and the simulation proves that the fast fading characteristic of simulation
in the testbed network is resemble to that in the actual network.

Keywords: 3G/B3G Systems, Advanced Testbed Network, Outfield Test,
System-level Simulation, T-Ring, Mobility, Handover.

1 Introduction

The outfield testing is one of the most effective methods in the wireless network
deployment and equipment evaluation because of the real propagation condition in the
open air. Usually, some special locations will be chosen or some dedicated
environment will be built to execute the outfield test. The existing test method has
the drawback of long test period, low test efficiency, and non-repeatability, so it is
difficult to evaluate the performance of actual 3G/B3G networks rapidly and
accurately. The advanced T-Ring network testing system developing project of China
Mobile Communication Corporation (CMCC) Research Institute (CMRI) and
Wireless Theories and Technologies (WT&T) lab established an advanced testbed
network to emulate the actual network for 3G/B3G systems.
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This advanced testbed network is a miniaturized telecommunication environment.
Due to the miniature network scale and the shortened cell radius compared with the
real network, the parameter configurations for the testbed will be changed, in order to
maintain the similar performance to the actual network. The development on the
testbed network for mobile communication system has obtained a few achievements,
including both the indoor and the outfield scenarios [1-4]. But these testbed networks
seldom considered the similarity between the testing environment and the real
network. So a conception of fitting degree is proposed by T-Ring to measure the
similarity and reliability of the testbed. In this paper, based on the study in the
physical layer, the mobility and handover performance in the testbed will be further
studied.

In this paper, we will focus on the handover management. Factors that make the
mobility of the testbed network be different to the actual network will be analyzed.
Firstly, speed adjustment will be discussed in order to adapt the time-stamp to the
scaling network. Secondly, we will study the handover process in detail and discuss
the adjustment of the handover parameters. Besides, the performance of the testbed
network after adjusting the handover parameters will also be evaluated. The fast
fading characteristic of the wireless channel will be the metric for the performance
evaluation. We will take the outfield test and the system-level simulation at the same
time to carry out the number results analysis.

The rest of this paper is organized as follows. Sector 2 introduces the system model
and mobility management. Sector 3 presents the theoretical analysis for the mobility
management adjustment in the testbed network. Sector 4 analyzes the handover
parameters adjustment through outfield test and system-level simulation. Finally,
conclusions are presented in Section 5.

2 System Model and Analysis Method

In this section, we will introduce the system model and the structure of the advanced
testbed network. The method for the theoretical analysis, outfield test, and simulation
are also discussed here.

2.1 System Model and Testbed Network Structure

In this paper, we consider the actual network and the advanced testbed network for
3G/B3G systems. The advanced testbed network is established by CMRI to emulate
the actual network for 3G/B3G systems. TD-SCDMA and TD-LTE is considered in
the following simulation and testing. Outfield test is implemented in the actual
network for TD-SCDMA system deployed in Beijing. We choose several typical
dense urban areas of TD-SCDMA system to evaluate the performance.

The advanced testbed network, as T-Ring network, will be used in the system-level
simulation. Fig. 1 presents the structure of the T-Ring network briefly. The system
contains base stations, a lot of mobile stations (MSs), and railways. Several base
stations are settled around the railway with the site-to-site distance ranging from 200
meters to 300 meters. The terminals for test are placed aboard a specific train on the
railway while testing. Inside and outside the railway area, there are some base stations
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and a certain amount of mobile phones acting like the source of interference to the
system. MSs are uniformly distributed in the network like that in the practical
network.

Site-to-site
200-300m

Terminal

Fig. 1. Illustration of the structure of T-Ring system

2.2 Mobility Management and Handover

Mobility Management is used to provide sustaining network service for the traveling
UEs within the coverage of wireless network. It contains Location Management and
Handover Management. Location Management is used to track and locate UE in the
wireless network, while Handover Management is used to preserve the connection
between the network and the UE.

The major work of Location Management is Paging and Location Update. Paging
is the process in which the network searches for UE and RNC sends. Hard Handoff is
widely used in the cellular communication network. When the UE begins to handover
from one sector to another sector, the communication link between UE and original
BS is interrupted before the new one to be set up. However during the handover
process, some information may be lost because of the transient disconnection.

Baton Handover is a specific handoff mode of TD-SCDMA system. The most
important characteristic is the uplink pre-synchronization technology, which is able to
provide UE the information of uplink transmit time and power in advance. With the
pre-synchronization technology, UE in advance acquires the synchronous parameters,
and keep synchronous as the target cell with the open loop mode. Once the network
decides to handover, UE can rapidly handover from the source cell DCH state to the
target cell DCH state. During the handover process, the transmission of the traffic
data can be held, which can reduce the handover time, improve the success rate of
handover and lower the DCR of handover. The Baton Handover process is similar
with the hard handover. The difference is that the value of Synchronization
Parameters of ul_timing advance in the physical channel re-configuration information
is empty. In addition, the open-loop power control and the open-loop synchronization
method of UE are also different. And there are not the UE uplink processes of
transmitting UpPCH and receiving FPACH from NodeB.
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3 Theoretical Analysis for Mobility and Handover

In this section, we derive the theoretical analysis for mobility, handover and fast
fading performance in the testbed network and actual network.

Because the cell size in the testbed network has been narrowed down, when the UE
is traveling around, the mobility of UE has become the primary problem. If the speed
of the traveling UE stays the same, the distance that UEs move in the testbed cell
network will also be the same. As a consequence, UEs have moved much longer
distance than the actual network. On the other hand, the UEs in the testbed network
are traveling in much higher speed than the actual network. These will certainly lead
to greater difficulties in the Mobility Management. That is because the handover will
be a lot more likely to happen when UEs are moving in that high speed. Besides, the
time used for the handover process stays the same. Thus there will not be enough time
for UEs in high speed to complete the handover process.

In our paper, we attempt to figure out a simple way to adjust the traveling speed of
UEs, so that the testbed network can operate like the practical network. We suggest
that these processes mentioned above should be maintained with the time dimension.
In a period of time, the distance UE has traveled in the testbed network is in
proportion to that in the actual network. The proportion of that is equal to the distance
scaling factor alpha. Therefore, we can derive the expression of the speed of UE in the
testbed network as followed.

ds
y=—. 1
” &)
S, =aS,0<a<l - 2

dt dt dt

Where v is the original speed of UE traveling in the actual network, S is the distance,
alpha is the scaling factor, v, is the speed of UE in the testbed network and S| is the
distance.

It is the simplest way to adjust the traveling speed to adapt to the minimized
environment. Making the UE traveling speed in proportion to the distance scaling
factor maintain the time-stamp as the actual network. In this way, the mobility
management, including location management and handover management, are able to
stay the same regarding the spending time and the system overhead. Therefore, in the
testbed network, we will not need to change the configuration of the network to keep
the network operating well. Besides that the speed adjustment has to be
correspondence to the actual network in the time dimension, the change of speed is
associated with other factors such as cell coverage and test methods.

Firstly, we analyze the handover process in detail, including the handover
parameters and handover performance. For TD-SCDMA system, the primary
parameters that are involved with the handover process are Handoff Hysteresis,
Trigger Time, Cell Individual Offset and RSCP Threshold. [5-6] Then we study the
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influences on these parameters caused by the distance scaling. What changes does the
testbed network bring into the mobility management? The factors that affect the
performance of handover will be analyzed. What reasons that make the handover
process be different to the practice will be analyzed.

Since the scale of distance decreases, the geography environment of the testbed
network becomes different. Although the large scale fading is proportion to the
distance between BS and UE, the shadow fading is quite different due to the change
of the distance. Therefore, the UEs on the edge may have greater probability to
request for handover. Accordingly the conditions for handover need to be lowered.

The travel of UE causes the Doppler Effect and in the testbed network, the speed
change may result in greater Doppler Effect on the frequency offset. Besides, the
speed variety also changes the size of the area where the UE is carrying out the
handover process. The Cell Individual Offset is only needed in a complex wireless
environment. When the wireless channel of the local environment is quite bad for
communication, the mobile network operator adds a positive Cell Individual Offset to
complete the handover process.

On our previous work [1], we find that the transmit power the distance decreasing
will lead to the drop of the transmit power and the UE traveling speed. Therefore, it is
necessary to appropriately adjust the parameters related to the handover process for
the demand of reflecting the actual network.

Since the cell distance metric is decreased, the handoff area on the cell edge is
relatively reduced in proportion to the scaling factor. On the other hand, in terms of the
UE moving speed, the traveling speed should be lowered in order to simulate the high
speed situation of the actual environment. If the configuration parameters of handover
stay the same, the handover processes of UE will be slower. The purposes of the
adjustment are that the handover process in the testbed network should be completed in
the handover area and the handover performance is close in on the actual network.

The mobility and traveling speed in the testbed network are both different to those
in the actual network. In terms of the network performance, the fast fading caused by
the UE mobility is what we concern about in the testbed network. Because we lack of
the methods to evaluate the handover performance in the testbed network, we consider
the fast fading as the main aspect to evaluate the mobility both in the testbed network
and the actual network. We assume that fast fading characteristic of wireless channel
is used to evaluate the performance effects caused by the mobility and traveling.

We compare the measurement values and the simulation values of the UE received
power. From the analysis of the power comparison, we can know the fast fading
characteristic both in the actual environment and the simulation environment is
similar, The fitness between the simulation results and the measurement results is
very good. It shows that the fast fading characteristic of the simulation testbed
environment is very similar to the actual network environment.

4 Outfield Test and System-Level Simulation

In the following, we apply the outfield test and system-level simulation to the analysis
of the mobility management performance in the testbed network. The simulation
results are compared with the measured results to study the difference of fast fading
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characteristic. Moreover, the theoretical results are also presented to compare with the
simulation and test results in order to verify the theoretical derivation.

4.1 Outfield Test and System-Level Simulation

We have carried out the outfield test on the TD-SCDMA network operated by CMCC
in [1]. The voice traffic in Release 4 and the data traffic in Release 5 are selected to
collect the output performance metrics. We drove the testing car with the testing
terminals and GPS device along the pre-defined testing circuit to collect the data of
the actual operating network. The output metrics of RSCP and C/I for the actual
network are collected.

Moreover, we resort to the system-level simulation to evaluate the performance of
the actual network and the testbed network. The parameters in the simulation of actual
environment are equal to the actual network. The configuration parameters for the
testbed network are studied in [1].

The simulation platform is established based on [7-8] by Visual Studio C++. The
COST-231 Hata model [9] is adopted to calculate the path loss. In the simulation, the
combination of time driven and snap shot is used. All UEs are randomly dropped in a
layout of 1-tier 19 hexagonal cells with 3 identical sectors in each cell. Wraparound
model is employed to simulate interference from neighboring cells. Some other main
simulation parameters for both actual network and testbed network are provided in
Table 1. In the following, the simulation results are analyzed below by comparing
with the test results.

Table 1. Parameter Configurations for Simulation and Testing

Parameter Value
Frequency 2 GHz
Bandwidth 1.6 MHz
BS-to-BS Distance Actual Network 528 m
BTS Tx Power Actual Network 43 dBm
Propagation Model COST 231 Hata Model
. Actual Network 35m
BTS Antenna Height Testbed Network 30 m
BTS Antenna Gain 15 dBi
UE Antenna Height 1.5m
UE Antenna Gain 0 dBi
Voice During / Voice Interval 60s/15s

4.2 Results Analysis

In this section, we take the outfield test and the system-level simulation to analyze the
handover process and the handover parameters adjustment performance. During the
outfield test we record the measured values before the handover and after the
handover between the sectors or the cells of the TD-SCDMA system. According to
the handover proceeding, the control channel information such as PCCPCH is used to
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describe the handover process. As the UE is traveling in constant speed, handover
happens when the UE cannot receive strong enough PCCPCH signal power from the
original BS. We note that the cell ID and the PCCPCH RSCP received by the UE
from every handover process happens during the outfield test.

Table 2. Measurement of handover and handover time in the Outfield test

PCCPCH Measured Values(dB) RSCP Mean C/I Mean
Before Handover -69.93 8.73
After Handover -65.57 11.75
Handover Time(Baton Handover)(ms) 595

Handover Time(Hard Handover)(ms) 224

Table 2 shows that PCCPCH measured values and the handover time-spending in
the outfield test. The means of PCCPCH RSCP and the PCCPCH C/T of all handover
measured values are calculated. From the results, we can know that in what PCCPCH
signal power degree will the UE request the BS for a handover process or will the BS
start a handover process for the UE. Besides, the UE gets nearly 5 dB higher RSCP
after successfully completing handover to the target BS. The same phenomenon can
be seen in the PCCPCH C/I values. In addition, the mobility of UE, which will cause
some difficulties on the handover management, is measured by the handover spending
time. From Table II, we know that how much time will be spent in one Hard
Handover process and one Baton Handover. These results give us the references to
adjust the handover parameters in the testbed network.

The system-level simulation is carried out when the handover parameters are all
appropriately adjusted based on the measured values in the outfield test. Besides, the
mobility of UE in the simulation of the testbed network is also changed to simulate
the practical mobility of the real environment. The simulation results are the statistical
data of PCCPCH RSCP received by UE.

Test results of the actual network : : :
Simulation results of the actual network | |
Simulation results of the testbed network yal | |

0.9+

RSCP (dB)

Fig. 2. The comparison of C/I CDF curve of the test results, simulation resluts of the actual
network and the simulation results of the testbed network.
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The comparison of RSCP CDF curves between the test and the final simulation of
the actual network is shown in Fig. 2. The other output metrics have similar
performance, which are omitted here. We can see that the simulation results are very
similar to the test results in the statistic dimension. Although there is about 4 dB
difference between the test results and the simulation results, the RSCP of the test
results has almost the same statistics trend as the simulation, which indicates that the
wireless channel characteristics including the fast fading are both similar. The change
of the mobility management caused by the various mobility of UE in the testbed
network has scarcely effects on the wireless channel fast fading characteristic.

5 Conclusion

In this paper, we discuss the Mobility Management in the TD-SCDMA system. We
focus on the handover management in the testbed network. The various factors caused
by the miniature scale of the network are analyzed. The numerical simulation and
outfield test are taken to analyze the wireless channel fast fading characteristic. The
results show that the mobility changes in the testbed network caused by the miniature
scale hardly affect the mobility management, which can maintain the same
configurations as the actual network.
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Abstract. On the basis of the previous establishment of the testbed network
structure for the simulation test, this paper focus on how the high-layer traffic
acts like in the existing network and the advanced testbed network for 3G/B3G
systems. The advanced testbed network structure is established previously by
China Mobile Communication Corporation (CMCC) for the simulated testing.
Theoretical analysis and numerical simulation are adopted for the high-layer
traffic analysis. The conclusion indicates the studied advanced testbed network
could simulate the actual system from the aspect of high-layer traffic service.

Keywords: 3G/B3G Systems, Advanced Testbed Network, High-Layer Traffic,
T-Ring,Queueing Theory.

1 Introduction

The outfield testing in 3G/B3G commercial network aims to optimize and evaluate
the performance and facilities. The existing test method has the drawback of long test
period, low test efficiency and non-repeatability, so it is difficult to evaluate the
performance of actual 3G/B3G networks rapidly and accurately. The advanced T-
Ring network testing system [1] developing project of China Mobile Research
Institute (CMRI) established an advanced testbed network to emulate the actual
network for 3G/B3G systems.This advanced testbed network is called a novel
integrated radio testing ring, which is a miniaturized telecommunication environment.
The configuration parameters for the testbed network are studied by Wireless
Theories & Technologies Lab and CMRI in [1].

The development on the testbed network for mobile communication system has
obtained a few achievements, including both the indoor and the outfield scenarios
[2-4]. In the previous work, we built an integrated framework of fitness evaluating
and analysis method [1]. We mainly focus on the fitness performance of physical-
layer indices, such as the analysis of RSCP or C/I in aspects of statistic, time and
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space dimensions [5]. Meanwhile, some physical-layer related performance, such as
the transmit power and cell coverage, etc., in the testbed network are also analyzed.
How does the high-layer traffic act like in the testbed network?

The rest of this paper is organized as follows. Sector 2 introduces the system model
and analysis method for the high-layer traffic. Sector 3 presents the theoretical
analysis for this problem. Sector 4 evaluates the high-layer traffic performance in the
testbed network and actual network through numerical simulation. Finally,
conclusions are presented in Section 5.

2 System Model and Analysis Method

In this section, we will introduce the system model and the structure of the advanced
testbed network. The method for the theoretical analysis and simulation are also
discussed here.

2.1 System Model and Testbed Network Structure

In this paper, we consider the actual network and the advanced testbed network for
3G/B3G systems. The advanced testbed network, as T-Ring network, is established
by CMRI to emulate the actual network for 3G/B3G systems. The structure of the T-
Ring network is presented briefly in Fig. 1. The system contains BSs, a lot of mobile
stations (MSs), and railways. Several BSs are settled around the railway with the site-
to-site distance ranging from 200 meters to 300 meters. The terminals for test are
placed aboard a specific train on the railway while testing. Inside and outside the
railway area, there are some BSs and a certain amount of mobile phones acting like
the source of interference to the system. MSs are uniformly distributed in the network
like that in the actual network.

Site-to-site
200-300m

Terminal

Fig. 1. The structure of T-Ring network for 3G/B3G systems.

Since the deployment of the testbed network is very different from the actual
network, we are motivated to study how the high-layer traffic acts like in the testbed
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network. To approach the actual situation, we assume the transmit power of all cells
in the testbed network is the same, which means that they have the same service
capability. Transmit power should vary with the cell radius in the network, since the
received power mainly determined by the distance from the terminal to the source. As
a result, the service capacity of each cell in the testbed network is different from that
in actual network. In the following, we will study the high-layer traffic in the testbed
network and actual network for 3G/B3G systems.

2.2 Analysis Method

Typical queuing theory is used here to analyze the high-layer traffic service
performance in the testbed network and actual network. Queuing theory model that
can also be regarded as random serving system is well studied in [6-7]. It mainly
resolves the application problem related to the random arrival and queue service. The
queuing theory is first proposed by Er lang [8], the originator of the queue theory, to
solve the capacity design problem of the telephone switch. It is suitable for all kinds
of service system, including communication system, computer system etc. It is
generally believed that all systems which have the congestion phenomenon are the
random service systems.

There are three variables in queuing theory, m, 4, and u, which are regarded as the
three key elements in queuing model. m is the number of service window, which
represents the system resource. It indicates how many servers can be provided to
customers at the same time. A is the arrival rate. Customers usually arrive at the
queuing system randomly. u is the system serving rate, which is a variable represents
the system serving capacity. The serving time is a random variable. The performance
of queuing system mainly depends on the distribution of arrival interval ¢ and serving
time 7, and the queuing rule of the customers. They can determine the statistical state
of queuing system.

The queuing theory was applied in wireless communication in [9-11], which
analyzed the related system performance. The parameters in communication systems
can be mapped into the variable in the queuing theory. Average user number in unit
time is mapped to the arrival rate in queuing theory. Average occupation time of each
call is almost equal to average service time. In wireless communication system,
service time is related to band width and SINR.

3 Theoretical Analysis for High-Layer Traffic

In this section, two typical models in queuing theory, single-server model (M/M/1)
and multi-server model (M/M/C), are used to analyze different representation of the
high-layer traffic in the testbed network and actual network. The service performance
is studied and compared between the testbed network and actual network.

In order to analyze the performance of application layer in mobile communication
networks, capacity-limit M/M/1 queuing system (M/M/1/N/oo/FCFS) and capacity-
limit M/M/c queuing system with multiple parallel servers (M/M/c/N/wo/FCFS) are
adopted. Without losing generation, we assume the interval of customer arrival time
and customer serving time follow negative exponential distribution. The maximal
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system capacity is N, the maximal number of customers in queue is N-1. If there are
already N customers in the system, a new customer will be refused to be served. First-
come-first-served mechanism is adopted. Servers are independent to each other in
multi-server system.

3.1 M/M/1 Model

In this model, the system has a single server queuing. In the steady state, the state
transition diagram is shown in Fig. 2.
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Fig. 2. The state transition diagram for M/M/1 model.

The steady state of the state probability is as below,

M-F = AF,
UP_  +AP_ =(A+u).P ,n<N-I. (1)
u.P, =P,

Solve this difference equation, since F, + F, +...+ P, =1, we assume p = A4/ 4, then

1-
P()Zﬁ p#1
: 2
I-p
":l—pN“ P n<N

In the situation that the system capacity is infinite, p < 1, this is requirement of the
practical problem and the necessary condition for infinite series to convergence. If the
system capacity is finite N, there is no need to request p < 1. In the following, we
analyze the performance indices of the system. From [6], the different indices can be
expressed as follows.

1) system queue length (mean value)

N N+1
p__(N+Dp
L =E@m)=) nP, = - , p#EL. 3
Zﬁ 1-p 1-p
2) queue length (mean value)
N
L =Emn-1)=) (n-)P,=L -(1-PR) . 4)

n=0



High-Layer Traffic Analysis of Existing Network and Advanced Testbed Network 243

3) customer waiting time (mean value)
W, =W, —1/u . (%)

When the cell size is miniaturized, the user number in the cell decreases, the load of
the cell decreases, and the user average arrival rate A decreases, but the system
average serving rate u does not change. Thus, the corresponding queue length,
residence time and waiting time will change therewith.

3.2 M/M/C Model

In this model, the customers arrive independently. The number of the arriving
customer in a given period of time follows the Poisson distribution, the arriving
process is steady. The average serving rate of each server is the same,
M, = U, =---= . = u.The serving rate of the system is ci when n>c, nu when n<c.

The state transition diagram of the steady state for this model is shown in the
following figure.
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Fig. 3. The state transition diagram of the steady state for M/M/C model.

Similarly, we can get the different performance indices can be expressed as:

P 2 . N
L, = BPCLY 1y (Vo)1= p]
cld-p)
Lv:Lq+Cp(l_PN) (6)
W=
T A1-P,)

4 Numerical Simulation

In the following, we adapt numerical simulation to analyze the high-layer traffic
service performance in the testbed network and actual network. Besides, the special
cases that the users are not uniformly distributed in the cell are also evaluated through
simulation.

We consider the application-layer performance comparison in two scenarios. The
first one is that the user number and system bandwidth, the user arrival rate is the
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same as that in actual network. However, the users in the testbed network are non-
uniformly distributed. It can be indicated that several servers’ serving rate is different.

In the simulation, the main simulation parameters are provided in Table 1, the user
arrival rate is 8,. When users are uniformly distributed, two servers’ serving rate is 5.
Through the simulation, the mean value of queue length is 8.8129. When scale is
miniaturized, two sets of serving rate are 4, 6 and 3.5, 6.5, respectively. The system
queue lengths are 8.8048 and 9.0745, shown in Table 1. The distributions of the queue
length in three cases are depicted in Fig. 4.

Table 1. Parameter Configurations and Simulation Results

Case A 0 0 L

I 8 5 5 8.8129
11 8 4 6 8.8048
111 8 3.5 6.5 9.0745

From the results, we can see that when the network is miniaturized, if the user
number and system bandwidth is the same as that in the actual network, and the users
are non-uniformly distributed, various serving rate set can be found, which makes
queue length distribution in the testbed network is the same as that in the actual
network.

CDF

02k - —-—-- i o Casel |
: : — Casell
| | =~ =~ Case Il
0 1 1 I
0 10 20 30 40 50 60

Queue Length

Fig. 4. The distribution of queue lengthes under different serving rates.

The second scenario is that the user number and system bandwidth changes, and the
users in the testbed network is non-uniformly distributed. Two servers model is
simulated here. The user arrival rate in actual network is configured as 8, if the users
are uniformly distributed, the two servers’ serving rate is the same as 5. When the cell
scale is miniaturized and the user arrival rate is 6, if the users are non-uniformly
distributed in the cell, the two servers’ serving rate is different, when one server’s
serving rate is determined as 4, the other server’s serving rate can be found to be 3.25,
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making the mean value of queue length is the same in the testbed network and actual
network. Similarly, when the user arrival rate is 4, the two servers’ serving rate is 2 and
2.65, respectively. The simulation configurations and results are shown in Table 2.

Table 2. Parameter Configurations and Simulation Results

Case A th f2 L

I 8 5 5 8.8129
11 6 4 325 | 8.6721
11 4 2 2.65 | 88514

The queue length distributions in two cases are depicted in Fig. 5. From the
simulation results, wWe can see that when the network is miniaturized, for different
user arrival rates, when a server’s serving rate is determined, the other server’s
serving rate can be found, making the mean value of queue length is comparable with
that in the actual network. Besides, the distribution of queue length is not greatly
different between the testbed network and actual network. However, the system
serving rate is related to the system bandwidth, the difference between two servers’
serving rates is related to the user distribution in the cell. Considering the physical-
layer and application-layer fitness performance, the users need to be distributed as
uniformly as they can in the testbed network.

CDF

—— Casell

— =+ — Case III
I

0 10 20 30 40 50 60
Queue Length

Fig. 5. The distribution of queue lengthes under different bandwidths and serving rates.

5 Conclusion

In this paper, we analyze the high-layer traffic in the testbed network and actual
network for 3G/B3G systems. The typical queuing theory is used to study the traffic
service performance through M/M/1 model and M/M/C model. The performance
under the scenario that several test terminals are bound together is also discussed.
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Finally, numerical simulation is adopted to evaluate the performance high-layer traffic
service in the testbed network and actual network. From the results, we can conclude
that the proposed testbed network can emulate the actual network in aspect of high-
layer traffic service. The gap between the actual network and the testbed network can
be controlled under a reasonable range if they have similar physical-layer
performance.
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Frequency Effect on Detection
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Abstract. The skin effect of metal casing is analyzed, a ultra-low frequency
signal source is put forward in cased hole resistivity logging technology. In this
technology, the direct detection signal order is microvolt, the useful signal order
is nanovolt. Based on the characteristics of this technology, the phase sensitive
technique is put forward in this paper for improving the accuracy of data
acquisition. The logging signal frequency effect on detection is analyzed, and the
specific solution is given. The results have been applied in design of signal
source and weak signal acquisition system.

Keywords: Cased Hole Resistivity, Skin Effect, Phase Sensitive Detection.

1 Introduction

In oil production, the cased hole resistivity logging technology is one of the advanced
new technologies being studied in our country.[1] It is widely used in types of
engineering such as confirming the saturation of remaining oil, identifying dead oil and
gas formation, evaluating flooded oil layers, monitoring the saturation of fluids,
locating the surface of dividing water & oil. In the cased well, by injecting high current
into the cased hole, the voltage drop of weak signal on the hole is measured at fixed
distance so that currents is that leaked on the target layers are estimated, and by
inversion algorithm calculating formation resistivity and quantitatively confirming the
oil situation. In this technology, the direct detection signal order is microvolt, the useful
signal order is nanovolt. The key problem to be solved in the project is the accurate
detection of nanovolt signal. In this paper, the analysis was on options of signal
resources frequency, it is also put forward that digital phase sensitive detection
technique should be applied to realize the weak signal detection. And the logging signal
frequency effect on detection is analyzed, then the specific solution is given.

2 Signal Resource Frequency Option

2.1 Skin Effect Phenomenon

In the metal hole, as the exciting signal frequency increasing, injected power tends to
flow towards the surface of the hole, which makes the ground outside the hole free of

M. Zhu (Ed.): Electrical Engineering and Control, LNEE 98, pp. 247
springerlink.com © Springer-Verlag Berlin Heidelberg 2011



248 Y. Wu, J. Zhang, and Z. Yan

leaked currents, as a result, cased hole resistivity unable to be detected. It is learned
from electromagnetic field that the better the quality of the conductor is, the faster the
current decreases along in depth by the index, the more apparent the skin effect is,
which is called skin effect phenomenon. electromagnetic wave weakens rapidly in
good conductor usually decreasing almost to zero at the distance of micron orders so
high frequent magnetic field only exists in a thin layer of conductor surface. Therefore
exciting currents tend to flow towards the inner surface of metal holes. When vibration
range of magnetic field decreases to 1/e of the surface, is 36.8% in depth, it is called

skin depth (or penetration depth) & , where is

o= 2 (1)
o

Which w is signal angle frequency, // is permeability of conductor, O is conductivity.

It can be seen from formula (1) that skin depth, signal frequency, permeability of
conductor and conductivity are related with one another.

2.2 The Relationship between Exciting Signal Frequency and Skin Depth

Suppose the skin depth of hole is O, put @ =27f . (=4 into the formula (1),

and
5C = \/ 2 = \/ 2 = \/ 1 2)
awuo  \2rfuc  \ #fu,u,0

_ 1
M, =47 x10 " (H/m) ,  =— is known, and put it into the above formula and
(02

3
()‘ng £:5.O3x102 /L 3)
2r\u, fo u.f

Generally speaking, permeability of conductor of the petroleum industry steel casing
M is 40~100, conductivity o is (2 ~ 3))(1()_7 Qm , the thickness of the hole is
among 7.52~11.51. This, we let I, equal 50. When the resistivity QO is

2x107" Qm , the skin depth 5( is

s, :3.18><10‘2\/% 4

The relationship between exciting signal frequency and skin depth is shown in figure 1,
as the frequency is increasing, the skin depth is reduced.

result is
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Fig. 1. The relationship between exciting signal frequency and skin depth

2.3 Exciting Signal Frequency Option

Cased hole resistivity logging techniques consist of three modes: logging model
(leaking current), scale model (hole resistivity model), reference potential model (full
resistivity model), under kinds of modes, exciting signal frequency options directly
influences the speed, efficiency of instruments. Therefore, when certain accuracy is
achieved, exciting signal frequency should be boosted increased as possible as it can be
to boost the equipment efficiency. Tabarovsky etc. in 1994 analyzed frequency effects
& concluded: (1) under the logging mode , only if skin effect depth of hole is equal to or
more than two , the measurement accuracy will be less than 10%. For the sake of
analysis, in the following discussion, the hole thickness is supposed as 10mm.
According to this theory, it is requested that the skin depth should be less than 20mm.
hence, following formula (4), it can be achieved that exciting signal frequency is less
than 2.5hz; (2) under the scale mode, only if the cased hole skin depth or cased hole
thickness is more than 1, the measurement accuracy will be less than 10%. According
to this theory, it is requested that the skin depth should be more than 10mm , and based
on formula (4), it can be realized that the exciting signal frequency is less than 10hz; (3)
under the reference potential mode, between the cables with injected currents and the
cables with potential measurement have the problem of coupling, the longer the cable
is, the more serious the coupling is. When exciting signal is lhz, the coupling
phenomenon will be very serious. Therefore, under this mode, the signal frequency is
much lower, e.g 0.1hz.

3 Signal Detection

3.1 Phase-Sensitive Detection Technology

According to the above analysis, the detection signal achieved through cased hole
resistivity logging technique is the known low frequency sine weak signal. The logging
mainly measures the amplitude width of weak signals. In the real logging practice,
detecting system noise makes signal noise ration as low as -30db~-60db. The most
effective way of detecting known frequency weak sin signal width is correlation
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detection, is the phase-sensitive Detection. The principle of phase-sensitive Detection
is shown in figure 2, where x(t) is the detecting signal, r(t) is the known reference signal
having the same frequency as x(t), k is addition of multiplying device.

x(1) Kx(t)r(t) U,

1 ¢r
TJ oaf-e
r(t)

Fig. 2. The principle of phase-sensitive detection

Suppose the detected signal is

x(t)=U, cos w,t +n(t) %)

Then, in the above formula, U , is the width of the detected sin signal, @), is the angle

frequency of the detected sine signal, n(t) is Zero_mean Stationary Gaussian White
Noise.
Suppose the reference signal is

r(t)=U, cos(w,t + @) (6)

According to figure 2, its output is
. Lgr
U, = }me? A K[U, cos w,t +n(t)lU, cos(w,t + @)dt @)

Since the sine signal is irrelevant to the noise, Integral average is zero and

K ®)
U, =%cosq)

From formula (8), U , can be worked out, when @ = 0, is the reference signal and the
detected signal have the same phase,

_ 2Uo

" KU,

€))

Then U can be measured. But the above result can be achieved only if the endless

time is given. However, it is impossible in the practical engineering project. Also, the
cased hole logging resistivity direct measuring signal is nanovolt and the useful signal

is nanovolt order, under which the noise is very huge. Therefore, the U, achieved
based on the above principle is very unstable, which greatly influences the

measurement accuracy of U _ . So the digital phase-sensitive Detection approach has to
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be applied in order to increase the measurement accuracy of weak signals, when k is

one, the digitalized U o 18 as follows:

N

1 : .
U, :NZXUTS w(iTy) (10)

i=1

Where N is the length of sampling data, T is sampling period.

3.2 Phase-Sensitive Detection of the Amplitude-Frequency Characteristic

In the above analysis, it is supposed that the reference signal is the same as the
frequency detection signal, but when they are different in value, there will be errors in
measurement results. The following part is about the study of the relations between the
detecting wave output result and frequency difference. Based on (8), it can be inferred
that the digital Phase sensitive detection calculating width features should be:

, 1 [1—e ™| 1 |sin(NAfT. /2
H(]Af)=—‘e—7m=—'(—fTS) (11)
N [1-e5 | N| sin(AfT, /2)

When Af is the deduction value of the reference signal frequency & the detection
signal frequency .Here, it is supposed that the sample data length N is 500,
fs=1/T; =500 hz, then the digital Phase sensitive detection of the

amplitude-frequency characteristic are shown as in figure 3. From figure 3, it can be
seen that the digital Phase sensitive of the amplitude-frequency characteristic have
many peak values among which the main peak value width is

W=2f;/N=2Hz (12)

12r
Ll
08
=06 r
04
02

0

5 1 3 2 1 0 1 2 3 1 5
frequency difference/Hz.

Fig. 3. Phase sensitive detection of the amplitude-frequency characteristic

The digital Phase sensitive detection is actually a Narrowband filter. The narrower
the main peak width is, the better the quality of Phase sensitive detection is, the stronger
the restraining noise ability is. In the practical cased hole resistivity detection,
frequency deduction value range is among the main peak width value. The narrower the
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main peak is, the better the wave detecting quality is, however, the stronger the effect of
frequency deduction is.

3.3 The Influence of Exciting Signal Frequency Stability on Measurement

When the cased hole logging resistivity is measured, the exciting signal source is on the
ground, which hence transmitted to the well through thousands of long
kilometer-cables. According to the above analysis, phase sensitive detecting
calculating methods require that the frequency of the reference signal should be the
same as that of the exciting signal. The reference signal can be achieved directly from
the exciting signal as well as from computer calculations. In the practical logging, as
long as the exciting signal frequency stability meets the conditions, the reference signal
can be achieved from computer calculations. The reference signal frequency achieved
from computer is stable, so the frequency difference of phase sensitive detecting
calculating methods is mainly influenced by the exciting signal. In order to increase the
measurement accuracy, the exciting signal frequency stability has to be improved.

4 Conclusions

Because the skin depth phenomenon appeared in cased hole, is accurate detection
signal, cased hole resistivity logging require the frequency of the exciting signal less
than 10Hz. The frequency stability of exciting signal directly influence the accuracy of
the signal detection, when confirming the length of the sample data and the frequency
of sample, according above analysis, we can quantitative calculate the range of
permissible frequency deviation of exciting signal source, and determine the frequency
stability of exciting signal source. This conclusion is used to instruct the exciting signal
of the cased hole and the design of weak signal detection system.
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Abstract. Firstly, the failure model of Satelliteborne communication software is
given for space environment, especially SEU(Single Event Upset), unlike
common communication software, then the design flow for satelliteborne
software is set , and some measures are taken such as register renewed
periodically, memory voting and redundancy design. Finally fault injection is
applied to validate. Practical results show that the design is necessary and
effective.

Keywords: satelliteborne communication software; SEU; fault tree; reliability.

1 Introduction

Satelliteborne communication software is real time communication embedded
software, which received control data from satelliteborne system and download state
parameter of operating system. it is a bridge of satelliteborne system and ground
control system. To make sure finishing the task of satelliteborne system, we should
take accuracy and reliability of satelliteborne communication software into accout. The
most important characteristics of satelliteborne communication software is inflected by
radiation effect of space environment. As well as we known, among the influence of
radiation effect, SEU (SEU - Single Event Upset) is directly influent satelliteborne
communication software.

SEU can make logic error of device or circuit, for example: data rolling over in the
memory make confusion of logic faction or make program run away, even make
disaster result. As far as communication software concerned, it will make memory or
register of communication interface device roll over, and make confusion of system
communication logic, then whole system can’t communicate with external system,
and can’t carry out mission.

This paper takes measures to SEU, which is as software method, to make sure
reliability of satelliteborne communication software.

M. Zhu (Ed.): Electrical Engineering and Control, LNEE 98, pp. 253@
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2 Failure Mode Analysis of Satelliteborne Communication
Software

Like common communication software, satelliteborne communication software has
communication initialization, receiving function, sending function and interruptin
function and so on. Because of influence of space environment, it will arise error of
dataflow or control flow. When data changed between 0 and 1 of memory, it will make
frame error or important variable error, and pass error during the reading or writing,
then make failure of sending or receiving.

On the other side, when SEU occurred, register and memory initialization area is
modified, then interruption can not be respond, which result in reading and writing data
failure. As discussed above, we make failure mode analysis which is different from
common communication software. We set fault tree of satellittborne communication
software shown as figure 1.

Satelliteborne
communication
Software failure

Receiving or
sending data
failure

{utial register errop

Pass wrong message
when writing or
reading

Fig. 1. Satelliteborne communication software fault tree

In figure 1, we can conclude middle event which conclude failure of
communication software is sending or receiving data failure and reading or writing
process pass error information. Bottom event includes initial register error,
interruption no response, frame error, important variable error and so on. The failure
mode we discussed, will be taken measure of reliability in the below.
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3 Constitution of Satelliteborne Communication Software

3.1 Satelliteborne Communication Software Topology

As reference of web seven layers mode, as same as common communication
software, we divide satelliteborne communication software into 4 layers: physical
layer, data link layer, driver layer and application layer. Which shown as figure 2.

Physical layer transmitted by the difference Manchester code. Data link layer
transmitted by data format defined by the 1553B bus special protocol. Nowadays,
Driver layer is supported by special protocol chip such as BU-65170, application
layer which we should emphasize on and realized is divided into two parts: MBI
bottom driver program and MBI communication program. MBI bottom driver
program mainly realize initialization, interruption, address set of RAM and register,
self-test and so on. MBI communication program realized, depending on MBI bottom
driver program and interface communication data (ICD), chip initialization,
management 1553 data sending and receiving and so on.

Subsystem A Subsystem B Subsystem N

applica|  Application | applica | Application applica|  Application
-tion layer -tion layer tion layer

Driver layer » Driver layer Driver layer

MBI | Data link layer »{ MBI | Datalink layer MBI | Data link layer

Physical layer > Physical layer Physical layer

1553B bus

Fig. 2. Communication software topological structure

3.2 Satelliteborne Communication Software Design Flow

In the software, the software engineer technology is the base of reliability, which put
forward the essential principle and requirement. For example, there is a rule that
different people take charge of software design, program coding and testing; keeping
design document , diagraph and testing record, which make the procedure of software
design and usage be seen. A main factor of reliability is software size and complexity,
and use the way of from top to bottom to design which can make the reasonable
module and realize low coupling and high cohesion, furthermore lower complexity of
system, which is good for realibility[1].

In the satelliteborne communication software, except for the common principle
we talked above, we put forward design flow as figure 3. This design flow includes
design of ICD table, MBI bottom layer development and MBI communication
program design. Some problem should be concerned. Firstly the cycle and data size
should be defined by ICD. In ICD table, there is definition of upload and download
parameters (including unit, variability range and so on), allocation of parameter
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Fig. 3. Satelliteborne communication software design flow

address, cycle and so on. For some important variable, there should be reliability
design for space environment. Secondly, base of MBI driver program, MBI
communication program use ICD table to allocate size and time of communication,
which divide the communication task into cycle and no cycle task, make reasonable
scheduling to make system design requirement. Lastly, we make MBI testing and
system testing to certification.

4 Satelliteborne Communication Software Realize

Based on design flow and characteristics of space environment, we set 1553B RT
communication software as an example, in the aspects of composing ICD, design of
MBI bottom driver and MBI communication program to the design of reliability.

4.1 1553B Communication Software MBI Realization

As RT software, for BU-65170 chip, it realized the function introduced as below:

e Configuration register initialization
It realizes the setting of main work mode, choice of memory style and interruption
style and so on.

e Message storage style and memory address arrangement

There are three kind of storage style: single buffer, double buffer and circular buffer.
We choose special style depending on the size of message block. If data block is no
more than 32 Bytes, we choose single buffer, if data block is bigger than 32 Byte. As
for receiving message, we usually choose double buffer, but when the interval of
sending cycle is very short (less than 100ms) or length of message is long(more than
32 Bytes), we choose the style of loop buffer
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e Setting illegal map for illegal message

To make sure the reliability of 1553B communication, we set illegal map, which set
these message that didn’t satisfy the requirement we set as illegal message, and these
message will eliminate by chip automatically.

e Interruption management

Message interrupt realize the movement of data. For receiving message, it will move
the message from the buffer of interface chip to user processing area. For sending
message, it will move the message to the buffer of interface chip, then set service
requirement bit.

We set an example as below: Setting subaddress 3 as receiver that receives 32
words and broadcasting style message. subaddress 5 as receiver that receives 5 words
and broadcasting style message, subaddress 1 as sender that sends 21 words message.
The code of intialization 1553B communication as RT is written as below:

/*initial register:*/

AceRegWrite(CONFIG_3_REG,0x8000);

//set RT as forbidden running mode

AceRegWrite(INTERRUPT_MASK_REG,0x0010);

/*enable end of message interruption: */
AceMemWrite((int *)StackPtrA,0);

// set stack pointer as 0
AceRegWrite(CONFIG_1_REG,0x0cf80);
AceRegWrite(CONFIG_3_REG,0x8019);
AceRegWrite(CONFIG_2_REG,0x981a);
AceRegWrite(CONFIG_4_REG,0x0000);
AceRegWrite(CONFIG_5_REG,0x0700);

/*receiving and sending buffer address initialization*/
AceMemWrite((int *)0x0143,(int)AddrR3);

/I set address of R3memory
AceMemWrite((int *)0x0145,(int)AddrR4);

// set address of RSmemory

AceMemWrite((int *)0x0161,(int)AddrT1);

// set address of T1memory

/*set momory mode*/

AceMemWrite((int *)0x01a1,0x4000);

/IT1 as single buffer;

AceMemWrite((int *)0x01a3,0x8200);
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/I R 3 as double buffer
AceMemWrite((int *)0x01a4,0x8200);
/' R 5 as double buffer

/* set illegal map*/
AceMemWrite((int *)0x03c3,0x0ffdf);
/I'T1 21word

AceMemWrite((int *)0x0306,0x0fffe);
//IR3 32word broadcasting
AceMemWrite((int *)0x0308,0x0ffdf);
//R4 Sword broadcasting

Other set as Oxffff ;

After initial chip, communication interrupt program can be written to
communition, we didn’t discuss.

4.2 Satelliteborne Communication Software Reliability Design

e Design of ICD table

Definition of important variability should not be by one bit; especially using 0 and 1
define different station. More than one bit can be used, for example system power on
state using 16 bits define when it=0x5a5a,it means power off, and it =0x6161 means
power on.

e MBI reliability design

For reliability, one of method is to judge variable values; another method is
decision making system in memory to avoid SUE. Refresh register periodically to
avoid interrupting no response or error of initialization of register.

1. Refresh register and memory periodically
For some important registers, such as controller register of interface chip, if SEU
occurred in these registers, it would make whole communication interface chip
malfunction. If interruption mask register some bits are turned over, it would make
interruption request no response. So these registers should be refreshed periodically to
avoid value of register turning over.

During the time of registers refreshing, the communication will stop, so we
broadcast message for refreshing in whole system. It helps all subsystem refreshing in
the same time.

2. Decision making system in data memory
Receiving data are stored in three or more areas; the principle of “two in three” is
taken to use data.

3. Data redundancy design

Key variables mainly include loop control variable, finite state machine controller
variable, important global pointer, important global marking and so on. Those
variables have a big deal with whole process of program running. It has bigger chance
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to occur SEU than other private variable, so the result is more serious. The way of
redundancy can reduce the probability of SEU.

We set global variable iSystemState as an example to show as below:

When no redundancy:

If (iSystemState==0x33)
{
Running signal process;
iSystemState=0x55;
}
When has redundancy :
iSystemState = voter(is1,is2,is3);
if(iSystemState==0x33)
{
run signal process;
iSystemState=0x55;
is1= iSystemState;
is2= iSystemState;
is3= iSystemState;
}

When redundancy is taken, we copy variable iSystemState, and use is1 and is2 and
is3 to make decision (two in three), it enhance the degree of belief.

e Others

To make sure the reliability of 1553B communication, we set illegal map, which set
these message that didn’t satisfy the requirement we set as illegal message, and these
message will eliminate by chip automatically.

5 Conclusion

In the experiment, the approach of failure injection proofs the reliability [3]. It injects
simulated SEU failure in fixed location of memory. When application reads this
special unit, monitor will monitor the state of program running to judge the ability of
application to recovery processing.

In the aspect of software approach, depending on the characteristics of space
environment, not only a common design flow is put forward to satelliteborne
communication software, but also useful design to prevent SEU. The experiment
shows this approach enhance the ability of satelliteborne communication software.
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Abstract. Moving objects detection is one of the key techniques in intelligent
video surveillance. A new moving objects detection algorithm is proposed in
this paper, which combines improved local binary pattern(LBP) texture and hue
information to describe background and adopts the idea of Gaussian mixture
model that uses multiple modes to describe background model. In order to
reduce matching complexity and reach real-time, many kinds of LBP are cut
down. Experiments show that the proposed algorithm can remove effectively
the effect of shadow, reaches real-time in common resolution videos and has
better performance than other ones.

Keywords: background modeling, background subtraction, Gaussian mixture
model, local binary pattern, hue.

1 Introduction

Moving objects detection is often one of the first tasks in computer vision, which
obtains moving objects’ region from a sequence of video. It is used widely in visual
surveillance, intelligent transport systems, industrial vision etc.

Many methods for detecting moving objects have been proposed. Background
subtraction is the most usual method in the present. The key technology is how to
build a background model to accurately describe background information. A robust
background model is able to adapt to various changes of environment, for example,
illumination changes, object shadows, swaying vegetation, rippling water and so on.

There are 2 categories to describe a background: (1) using color, brightness or
other pixel information; (2) using edge, texture or other structural information. The
first category includes Gaussian mixture model (GMM) [1,2], filtering prediction
model[3,4], codebook model, kernel density model[S] and so on, in which the best
famous one is GMM proposed by Stauffer and Grimson[1]. But GMM is sensitive to
shadows. Because of illumination, weak or strong shadows are existed widely, and it
causes that the moving area detected includes shadows’ region, so it is necessary to
overcome the influence.

M. Zhu (Ed.): Electrical Engineering and Control, LNEE 98, pp. 261
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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At the same time, background subtraction based on edge, texture or other structural
information is discussed. In [6], the background model was constructed by dividing a
background image into same size blocks and by calculating an edge histogram for
each block, and this method has no good performance in the area without plentiful
edges. The algorithm presented in [7] is based on the texture features consisted of
local binary pattern (LBP). It can decrease the obstruction of shadow, but it is
incorrect to detect moving object using the LBP texture in the regions of few textures.

If two methods are combined to describe the background, it is greatly possible to
improve the accuracy. In [8], it is proposed to construct a background model
combined GMM with gradient image division. The algorithm has a good
performance, but it is very complex and is out of real-time. The method proposed in
[9] is to establish a background model combined improved D-LBP textures with color
information. It has a good performance, but it only achieves a processing speed of 13
fps for a video with the resolution 160x120 pixels, and it has no real-time for a
common video with the resolution 320x240 pixels.

This paper presents a background modeling method based on a combination of
improved local binary pattern texture and hue. The method divides each frame image
into equal size blocks, in each block the local texture is denoted by the LBP uniform
pattern histogram, and the local hue information is denoted by the normalized hue
value. We adopt the idea of GMM to use more than one pattern to model each block.
It is more accurate because of combining textures with color, and it has a high speed
in comparing the vector features between the current frame and the background
models because of employing the LBP uniform pattern and the normalized hue value.
Our experiments show that the proposed algorithm can reach real-time in common
video resolution of 320x240 pixels and has better performance than other ones.

2 Local Binary Pattern (LBP)

2.1 Basic LBP

LBP is a powerful means of texture description. The operator labels the pixels of an
image region by thresholding the neighborhood of each pixel with the center value
and by arraying the result to binary codes [10, 11]. The basic LBP is defined as
follows:

Lu>0

P-1
LBP, (x,,3.) = 2 5(8; =82, s(w) =
I,R(X, Ye) ‘Z:O:S(g‘ 8)2,s(u) {0,u<0 (1)

where g_ is the gray-scale value of the center pixel (x,y,) and g, is the values of P

equally spaced pixels on a circle of radius R. If a value of neighbor does not fall
exactly on a pixel, it is estimated by bilinear interpolation. Fig. 1 demonstrates the
distribution of neighbor sampling points. Eq. (1) indicates that various textures are
described by P-bit binary codes, resulting in 2" distinct values for the LBP. In Fig. 2,
the sequence of P points is prescribed, and the positions of number 0~7 correspond to
the Oth~7th binary code of LBP value. Fig. 3 shows an example, the center pixel’s
LBP value is 191.
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(P=8, R=1) (P=8, R=2)

Fig. 1. Circularly symmetric neighbor sets for different values of P and R

133(132|130 11171
safso[st| [ ]
5049 |52 1[0(1

Fig. 2. Calculating sequence Fig. 3. Example for calculating the original LBP code

In fact, there are 4 pixels with gray-scale values close to the center in the Fig.3, so
the 4 pixels should be classified with the center one. In order to make the LBP
operator more robust against these negligible change in gray values, we redefine the
thresholding function s(u) and let s(u) =1 as «>7 and s(u) =0 otherwise. A relatively
small value for T should be used, for example, 2<7<5. In our experiments, T was
given a value of 4. The basic LBP is redefined as follows:

LBP 3 > Lu=T
k(%59 = ;wgp —g2sw =y 2)

2.2 LBP Uniform Pattern

The LBP operator produces P-bit binary codes. If placing the binary codes end-to-end
and counting the times of 0 jumping to 1 and 1 to 0, the jumping times represent the
frequency of texture change. The jumping times Variance is defined as follows:

Lu>T

Variance, y(x.,y,) = D (s(8, = 8.) ® (g, —8.) +5(g,, — 8.) ® (g, = 8,), 50 = {0 et 3)
In Eq. (3), ® is an XOR logical operator in bit arithmetic operations. For example,
patterns 0000 0000 and 1111 1111 have Variance of 0, 0001 1000 has 2, and 0011
0001 has 4. It can clearly be seen that Variance has a value of even numbers between
0 and P.

Because a frame in a video has powerful correlations between neighborhood pixels
and has little possibility in the sudden change of neighborhood pixels’ value, the
binary codes from the LBP have few diversifications between the neighborhood bits.
We count the standard visual surveillance testing videos  from
http://cvrr.ucsd.edu/aton/shadow/, and it is obtained that the pixels of Variance,, >2

have less than 4% portions in all pixels. However, there are 198 binary codes which
meet Variance;, >2 and 58 ones which have Variance,, <2 in the 256 binary codes
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produced from the LBP when P=8, R=1. The 58 binary codes represent more than
96% pixels.

In order to achieve real-time and high processing speed in the following matching,
the 198 codes of Variance,, >2 are combined to one class, which are called by non-
uniform patterns. The 58 codes of Variance,, <2 are called by uniform patterns. The
uniform patterns, which have the same number of 1, are combined to one class in
order to reduce complexity again. Let us denote a LBP uniform pattern by LBP;% as
follows:

Pl

s(g;—8.), if Variancep,(x.,y)<2
LBPP.R('X(-’y(-)z ,ZO: R . (4)

P+1 , otherwise

It is seen from the above formula that the model of P points has P+1 uniform
patterns. According to the number of 1, we assign a unique serial number (0~P) to the
patterns, which means that the unique number of a uniform pattern is the quantity of 1
in its binary codes. The non-uniform patterns are assigned to a unique number of P+1.
So the 2 LBP textures are reduced to P+2.

The transformation from LBP,, to LBP; could use a calculated code table. The

table is calculated only once in the whole procedure so the transformation is very fast.

3 Moving Object Detection Based on Improved LBP Texture and
Hue Information

Gaussian mixture model (GMM) proposed by Stauffer and Grimson [1] is one of the
most famous background modeling methods. We adopt the idea of GMM to present a
background modeling method based on a combination of improved local binary
pattern texture and hue information.

3.1 Local LBP Texture and Local Hue Information

Our method divides each video frame into equally sized blocks by using partially
overlapping grids, and then the LBP uniform pattern histogram and local hue are
counted in each block. We denote the LBP uniform pattern histogram at time instant ¢
by X, . Because the LBP uniform patterns have only P+2 kinds, the histogram has
only P+2 bars. This paper uses the histogram intersection as the proximity measure of
LBP,";, in the experiments:

Dy, (X, X,) =Y min(X, (). X, () . 5)
i=0

where X; and X, are the histograms and P+2 is the num of histogram bars. The
proximity measure neglects the features which only occur in one of histograms, and
the measure method has very low complexity.

We denote the local hue vector at time instant z by H, :
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H, ={hy,hys 1y Bygopaociaia b - (6)
where blockW and blockH are the divided blocks’ width and height respectively. The

hue values from h, t0 A, -0, are obtained according to the sequence from row to

column and they are normalized to 0.0~1.0.
The paper uses the following method as the proximity measure of local hue vectors
in the experiments:

2+ 3 min((H, (i)~ Hy()], 1= |H,() — H, ()

blockW *blockH

(7

D, (H,H,)=1-

where H; and H, are the local hue vectors, and blockW and blockH are the divided
blocks’ width and height respectively. The more similar the vectors of H; and H, are,
the bigger the value of D, (H,, H,) is.

3.2 Background Modeling, Updating and Foreground Extracting

At time instant ¢, a block’s background model is represented by K LBPF;; histograms
{x!,-,x*} and local hue vectors {H!,---,H} with weights {w',---,w*} respectively,
where K is a constant integer (usually 3< kK <5) and 0<w’ <1. The model is denoted by
g ={x/,H,w}, where i=1,--,K , and each g/ is a model. In the following, we explain

the background model’s updating procedure for one block, and the procedure is same
for each block.
At time instant ¢, when capturing a new frame, we calculate the block’s X, and

H,, and then compare the two vectors with K background models of corresponding
block. Their proximity measure is defined as following:

D(g,.8,) = ADyy (X, X))+ (1= )D,, (H, H)) . (8)
where i=1,---,K . A, which is a constant of [0, 1], represents the mixture parameter of
judging results.

It is supposed that the variety of D(g,,g)) appears a Gaussian distribution, and that
is as following:

D(g,.8)~N(©,07) . (€))

Therefore, each block’s background is described by K Gaussian distributions:

p(g) =D w *n(D(g,,g),0,07,) . (10)

i=1

where 77 is a Gaussian probability distribution function with an average value of 0:

1 207
,0,0%) = I 11
1n(g,.0,07,) \/EO',. € (11

i
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A block is judged to background if D(g,.g/)<250,, is achieved when i exists and

1<i <K, and is foreground otherwise.

Afterward, the background model is updated. If we suppose that matchindex is the
matched model’ index in a background block, the background is updated as
following:

For (i=1;i++;i<K)

If (i == matchindex)
w=(Il-ow_ +a
p=an(D(g,.g).0,0,,)
X, =(1-p)X/, +pX,
H =(-p)H,  +pH,
o) =(-a0.,, +a(D(g,.g)’

else
w,i =(1- Dt)wjfl

endIf
endFor

If a block is judged to foreground, we replace the model of minimum weight with the
new model from the new frame, reduce other models’ weights as following, and make
other parameters invariable.

wi=(-aw, . 12)

After updating the background models, because ' is changed, w' should be united in

K
order tolet Y wj =1.

i=1

4 Experiments and Analysis

We used a PC with an Intel i3-350 CPU processor and a 2 GB memory in our
experiments, in which Visual C++6.0 and OpenCV 1.0 are installed. The performance
of our method was evaluated using the standard testing videos come from
http://cvrr.ucsd.edu/aton/shadow/. The videos include indoor, outdoor and shadow
examples. We contrast our method to GMM [1] and general LBP method [7], and the
results are shown in Fig. 4.

Fig . 4 (a) are original test frames come from the standard testing videos. The
results in Fig. 4 (b) are gotten by GMM. It is seen that the results include numerous
shadows, which obstruct the following process. Fig. 4 (c) is gotten by general LBP
method. It is obvious that shadows are eliminated greatly, but the contours of moving
objects are not precise, and some noises exist. Fig. 4 (d) is our method’s result, in
which shadows are eliminated completely and noises are mostly removed.
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(a) Test frames (b) GMM (c) General LBP (d) Our method

Fig. 4. Comparison results of our method and other methods on standard testing videos

In our experiments, we use R=1 and P=8 to calculate LBP,;. Let blockW=4 and
blockH=4 when calculating the local LBP texture histogram and local hue
information. Let K=3, when constructing Gaussian background model. Our
experiments get good results when the fusion parameter 4 is in [0.6,0.8], and 2 = 0.65
in Fig. 4. The update rate parameter « of background model controls background’s
updating speed, and « is generally in [0.001, 0.05]. On a resolution of 320 x 240
video, our algorithm can achieve a processing speed of 14 fps and can reach real-time
basically in the aforementioned software and hardware platforms.

5 Conclusions

This paper presents a background modeling method based on a combination of local
texture and hue to detect moving objects. Our method was tested by the standard
testing videos, and the experimental results show that the algorithm can effectively



268 G.-w. Yuan et al.

eliminate the impact of shadows, can resist some noises, and achieves more effect
than other algorithms. The contribution of this paper are: (1) improving the LBP
texture operator to make it more robust and to accelerate the matching speed of local
texture histograms; (2) trying to describe background model using a combination of
improved LBP local texture and hue, and achieving good effects.
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Abstract. The stationary properties of the stochastic system driven by
cross-correlated additive white noise and multiplicative colored noise were
investigated. The stationary probability distribution (SPD) of the stochastic
system was derived. The SPD of the different correlation time between white
and colored noises (7, ) with the correlation time between the colored noises
(7,) and the coefficient of correlation ( 7 ) fixed, shows the onset of
trimodal-unimodal transition. Those two correlation time have different effects
on the stationary properties of the stochastic system.

Keywords: Stochastic analysis methods; Fluctuation phenomena; Stochastic
processes.

1 Introduction

The stochastic systems driven by cross-correlated white noises have attracted extensive
studies, since Fulinski and Telejko pointed out which noises in some stochastic
processes may have a common origin and may be cross-correlated [1]. Noise-induced
transition has got wide application in the field of physics, chemistry, and biology
[2-10]. The fluctuating environment is often regarded as a source of external noise with
statistical characteristics. The reason to do so is that white noise provides an
idealization of real noise with a small correlation time for a large variety of
applications. Noise is either additive or multiplicative [7, 11-13], and either white or
colored. The main theme of these investigations is to study the steady state properties
and the state transitions induced by two multiplicative white noises of the systems in
most of the previous works, however, realistic models of physical systems require
considering a colored noise source.

In this paper, the stochastic system driven by a white noise and a colored noise are
considered. Although a stochastic system with two Ornstein-Uhlenbeck (O-U) noises
[13] and a bistable system with a white noise and a colored noise [14] were discussed,

%
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the authors neglected some special situations that the stochastic systems with a linear
restoring force and specific functions of noises. In Ref [15], the stochastic system
driven by two white noises with a linear restoring force and specific functions of noises
was investigated, the authors only considered white noises and some special parameter
values. However, the system driven by a white noise and a colored noise has not been
studied.

The paper is organized as follows. In Section 2, the stationary solutions of the
Fokker-Planck equation are given which correspond to the Langevin equation with
dimensionless state. In Section 3, both the nonequilibrium phase transition and the
stationary state properties of the nonlinear stochastic systems driven by the
cross-correlation between an additive white noise and a multiplicative colored noise are
obtained. The conclusions are summarized in Section 4.

2 Theories

The nonlinear stochastic system driven by two multiplicative noises is described as:

dx(t)
dt
f(x(t)) . Gy(x(t)) and G,(x(t)) are deterministic functions that can depend

= f(x()) + G, (x(1)7, (1) + G, (x(1) 7, () (1)

explicitly on f as well. J,(f) and ¥,(f) are intensities of colored noise and white

noise. To obtain the broadest variety of application, we assume that each Gaussian
noise ¥, (¢) is characterized by its own parameter 4,(0< 4. <1).Itis well known

that the equation (1) is meaningless until an appropriate interpretation for the integral of
the noise term has been adopted. 4, and A, are specified in order to determines the

points of time at which G, (x(¢)) and G, (x(t)) are evaluated in the corresponding
integral sum. ¥ (f) and ¥ (f) are Gaussian noise with the following statistical

properties:

[t—¢ 1

<707, >= Al exp[- L]

71 Ti
—2A0(—1)as 7, =0, 2
<1, 7, () >=2An 0t —1) =2A,8(t 1), 3)

And we assume

AL A2 |l‘—t'|
expl-

T2 T2

<y, 7,()>=< 7,0 7, () >="1 ]
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— 2r A AO(t—1) as 7, — 0. 4)
A;(20) and A,(20) are the intensities of the noises ¥, (f) and ¥, (f) ,
respectively, A, =A, =FryA/A, ., ¥ is the coefficient of correlation

between y| (t)and y 5 (t),and O(¢) is the Dirac O function. The correlation time 7,

between ¥, (f) and y,(t) is different from the correlation time 7, between the

colored noises.

The Fokker-Planck equation corresponding to Eq. (1) for the system driven by two
Gaussian noises was given by Densiov, Vitrenko and Horsthemke [16]. The
Fokker-Planck is:

iP(x,t) = —i[f(X) +h(x)]+

5
ot ox 0 x> ®
Where
2 2 ,

hx)=2% 2 AA;iG,(x)G,;(X). (6)

i=1j=1

2 2
dx)= % ZAijGi('x)Gj(x)' @)

i=1j=1

In addition, h(x)=24A G‘(x)G(x) and 2d(x)=2AG*(x) are the
noise-induced drift and the diffusion coefficient of the Fokker-Planck equation. We can

capture the conclusion that i(x) o< d (x) if we assume d(x) > 0. The stationary
solution of the Fokker-Planck equation (7) is obtained as follows [16]:

xpl[* f(x)+h(x)

8
@ d(x) ) ()

p,(X)=——

N is normalization constant. The extreme of p st (x) obey a general equation:

FX)+h(x)—d (x)=0 ©)

The transition induced by the cross-correlation of the noises is seen from equation (9).
In other words, equation (9) has the same number of roots as equation

f(x) =0 forr = 0and that number changes for 7 = ., .

Using the stationary probability distribution function we can obtain the moments of
the state variable x :
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+o0
<x'>= [ xP,(xydx. (10)
The mean and variance of the state variable are given by the numerical integrations of

equation (10).
The mean of the state variable is:

oo

<x>=J xp,,(x)dx. (11)
The variance of the state variable is:

NP =<x?>—-< x> (12)

In this paper, simply, we take G, (x) =1, then the stationary solutions of equation (8)

are obtained and we can study the possibility of nonequilibrium transitions induced by
the cross-correlation between a multiplicative colored noise and an additive white
noise.

3 The Possibility of Nonequilibrium Transitions

We consider the system with a linear restoring force f(x) =—kx (k >0), and

4
gl(x):l X (l>0) (13)
1+ x4
The stationary probability distribution function is given by
exXp| — I’I’LJ‘)r dZ
pl=m :
= +2rv 24 )?
1 + Z2 1 + Z2
py(X) =N r (B TR (14)
x4 ? x2 5
+2rv +
(1 x4) 1+ x4 v
— _ 2
Where m:2(1 A) V= 1 /&57724(1 A Al ‘
n Id+kz) \ A k(1+k ) (15)

To simplify numeral computation, we take kK =1 and [ =1, then we obtain the
specific expression of the probability distribution functions:

(1) For 7, < Q—l,
\ A
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Z 2B 2¢\v
()= Zexp{-mlAU,(x) +——=—=U.(x )+ Us(x)+ Us(x)]}
P [d(x)] P ] \/T : ’ (V 1); !
(r=-1). (16)
Where
x2
d(x)=( -v), (17)
1+ 52
U,(x)=x*{1+t¢ [£+larct 7t [z—larct 1 (18)
1 X 8 42 g x I8 4 9 8x1s1,
1+\/;tg[l arctg x°] —1+\/;tg[l arctg x*]
U,(x)=arctg 2 +arctg 2 , (19)
v—1 v—1
. 2
U = —— 2L 0
(V_D{I_M}
y
1 > 1 >
1+\/;tg[—arct(x ] —1+\/;tg[—arctg x]
U.(x)=arctg 2 +arctg 2 , (2D
v—1 v—1
1 1-3v C= 1-v 2

= 2,B: 3 , =
2(v-1) 4y (v 1) 4y (1-v)

@) For 1= |22 -1,
1

o )]' ue P[‘””‘(x”%xﬁ*éxw)] (r=-1). @3)

(3) For 7, > &—1,
\ Al

py(x)

A
S,( )= 1 { [AUI( )+ MU ( )+
a0 = G SR AU+ I
-2 C U mrCh UL,
N

(r=—1) (24)
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where

r 1 5 T 1 5
xX)=tg(—+—arct —tg(———arct s 25
U, (x) g(4 5 gx) g(4 5 gx’) (25)

\/;tg(; arctg x)+1—+1-v

U,(x)=Inl| | [, (26)
\/;tg(g arctg x*)+1++1-v
Jvig (l arctg x°)—1—+/1-v
Us(x)=In|—2 @7)

l.
\/;tg(; arctg x*)—1++1-v

When we change the value of the correlation coefficient for r = 1.0, the stationary
solution of equation(8) is obtained:

Z 1 1 1
pﬂ(x):ﬁexp{_m[A Ui (X)+BU,(x)+C U]} (r=1.0).
[d (x) ]
(28)
Where
2 2
d(x)=(——+v) 29)
1+ x
U (x)'—t (£+larct -t (Z—larct %) (30)
1 8 42 8x 8 4 g8x),
Al 1 2
U, (x) = sm(22arctgx)2 , 31
(v+sin~(arctg x7°))
) 1,
U;(x) =arcig( 1+;x ). (32)
' ! ' ! 1 42 (r=1.0).33)

A= , B = . C = +
2(1+v)* 4v(1+v)’ M+’ 2y

The phase diagrams of the system for different values of correlation time of colored
noises 7; were plotted in Fig. 1. It is shown that there is a phase transition of the state

function (the probability distribution density function) with the change of the values of
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Fig. 1. Plot of p, (x) (probability density) vs X (state variable) for different values of 71
r=-—1, A= 0.5, A= 1.0, A = 2.0, T = 0.2, respectively.

7:- The curves are trimodal with small values of 7,, and are unimodal with large
values of 7. The probability distribution density increases with increasing 7, in the
little absolute values of X, but decreases with increasing 7, in the large absolute
values of X . The parameter 7, plays an important role on the state variable probability

distribution functions. The parameter 4, has a converse effect on the state variable

probability distribution function.
The curves of probability distribution density functions are given from equation (23)
in Fig. 2. The probability distribution densities are changed in the different values

of A, . The values 4, =0and 4, =0.5 are corresponding to the Ito [16] and
Stratonovich [17] interpretation of equation (1) respectively. Equation (1), with
different 4, , represents a valuable tool for modeling a great variety of phenomena and

processes, including stochastic resonance [18], noise-induced transitions [19], resonant
activation [20], and directed transport [21].
The curves of probability distribution function with different 7, are shown in

Fig. 3. The bigger the correlation time between colored and white noises (7, ), the
higher the peaks near x = (0. The overlaps of the probability distribution occur at
x =x1.4. During the region 8>|x|>1.4 , The bigger the correlation time between

colored and white noises ( 7, ), the smaller the probability density.
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Fig. 2. Plot of Dy (x) (probability density) vs X (state variable) for differentz,, ¥ = —1,
A =1.0, A,=0.64, 2,=0.5, 7, = 0.3, respectively.
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Fig. 3. Plot of pst(x) (probability density) vs X (state variable) for different 7, ,
r=1, A, =1.0, A,=4.0, = 0.5, = 0.2, respectively.

The effects of the correlation time 7, and 7, on the variance of the system are
explicitly shown in Fig.4 and Fig. 5. The curves are almost parallel to the others in
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Fig. 4. With the 7, increasing, variances increase in Fig 4, However the variances

decrease with increasing 7; in Fig 5. When 7, larger than 1.25, the variances overlap.
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Fig. 5. The variance of the state variable &2 as a function of 7, for differentg,, ¥ = -1 s

A =1.0, A,=2.0, 2,=0.5, respectively.



278 Y. Gao, S.-B. Chen, and H. Yang

4 Conclusions

To sum up, the nonlinear stochastic process with colored correlation between additive
white noise and multiplicative colored noise is investigated theoretically through
numerical computation. The correlation time of colored noise is different from the
correlation between white noise and colored noise, and they have different effects on
the stationary properties of the stochastic system.
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Improved Power Cell Designed for Medium Voltage
Cascade Converter
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Abstract. This paper presents a novel power cell with an active rectifier for the
medium voltage cascade converter. The technology innovations make a low line
current distortion and a small DC voltage ripple for the converter. Meanwhile,
high power factor and no extra expensive multi pulse transformer are other
advantages for the improvement. The complete control strategy is also
presented for it. A 150 kW prototype with improved power cell base on IGBT is
designed, and then experiments are carried out to verify the innovations. Both
the steady and transient results show a good performance.

Keywords: Cascade converter, Power Cell, AC drive, Active rectifier.

1 Introduction

Medium voltage multilevel converters [1]-[2] have been widely employed in AC
drive. The available medium voltage multi level converter is broadly classified into
two topologies [3]. One is cascade H-bridge multi level converter, and the other is
diode clamped multi level converter. Of them, the cascade multi level converter is
more popular thanks to a separate DC voltage in each power cell and modularization
by low voltage semiconductor. However, an uncontrolled input rectifier is used as the
front end part in its power cells, which makes the medium voltage cascade converters
have some drawbacks as follows:

1) An expensive multi pulse transformer is necessary to solve the input current
harmonic distortion.
ii) A large size of electrolytic filter capacitor is required at DC voltage side to
reduce the DC voltage ripple against the heavy load.
iii) A special chopper circuit is equipped at the DC link to consume the braking energy of a
regenerative operation.

To avoid these drawbacks, an improved power cell with active input rectifiers [4] has
been developed for the medium voltage multilevel converter. So, in this paper, a grid
voltage vector oriented control scheme is presented for the improved power cell.
Meanwhile, a voltage feed-ward method is implemented to decouple the d and q
components. And some experiments are carried out to validate the change.

" This work is supported in part by shanghai technique innovative plan 08DZ1200504, in part
by the fund 09DZ1201303.
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This paper is organized as follows. The improved configuration for the medium
voltage cascade converter with the active front end rectifier is described in Section 2.
The control scheme for the improved power cell is introduced in Section 3. The
digital control unit for it is designed in Section 4. Experiments and results are shown
in Section 5. Some conclusions are given in Section 6.

2 Improved Configuration with Active Front End

Fig. 1 gives a diagram of three phase medium voltage multi level converter for AC drive
based on cascade H-bridge power cells.

5 [cerd

€a GRID
VA

MOTOR M

Fig. 1. System configuration for cascade converter.

As seen, power cells in one phase are connected in series to constitute a bridge leg. In each
power cell, there are a rectifier and an inverter. In traditional topology, the rectifier is an
uncontrolled bridge rectifier. The improved topology replaces it with an active rectifier. Fig.2
shows a power cell contrast between passive front end and active front end.

Y Vv 4 Vh1 JVh2
D1l D3] D5
NN A B}Eﬂ A
A | 1
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NN N 5 4 34
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Power cell with passive rectifier Power cell with Active Front End

Fig. 2. Improved power cell.
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3 Control Scheme Design

In order to obtain the good anticipations, a standalone control scheme should be designed
for the replaced circuit. Define the grid voltage of any power cell as the following.

e, =U, sin(0)

e, =U, sin(ﬁ—z?ﬂ) )]

. 2r
e, =U, sin(@+—)
' 3
Where, e , ,e,, and e are the phase voltage of cell k. U, is the peak value of the

phase voltage and @ is the angle of the grid.
Describe the phase current of any power cell as:

i, =1, sin(@)

i, =1, sin(&—z?ﬁ) 2

i, =1,sin(@ +2Tﬂ-)

Where, i, , i, and i, are the phase current, /, is the peak value of them.

Aligning the d axis of the park reference with the grid voltage vector, we have the d
axis symbolized for active power, and the q axis for reactive power. Then, in d-q
frame, the input voltage and current have a relation [5]:

Vae |_ | Lp+R  -oL Ly + €k
oL  Lp+R

. 3)
Vi I €.

Where, v, , Vv

g are the components of the AC side voltage of active

rectifier, €, , e, are the components of the grid, i i iqk are the input current

components, andR is the grid resistance, L is the inductance.

Considering the basic function for input rectifiers is to support a steady isolated
DC voltage for the inverter side and regulate the power flow for the converter, the
control strategy is a classic two loops. The outer loop is a voltage control for DC link.
The inner loop is a current control to regulate the active power and reactive power for
the system. And a feed forward method is applied for the inner loop to eliminate the
coupling between d-component and g-component as shown in equation (3). The
inverter operates as a variable frequency voltage source. It outputs different sinusoidal
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voltage according to the different motor speed demands. Fig.3 shows the structure of
the control scheme for the improved power cell. All the power cell have the same
topology and functions, the strategy is similar for them.

Park| L

Clark

Fig. 3. Control structure for improved cell.

4 Totype and Digital Control Unit Design

Which parameters are proper for the power cell? The number of power cells a phase
in traditional cascade multi level converters is 12 for a 10 kV AC drive. However,
with the improved power cell and setting the cell line voltage 690V, the number could
be 8. In this section, a power cell is designed as an example for a 10 kV 3 MW
cascade multilevel converter. The operation conditions for each power cell are listed
in Table 1.

Table 1. Parameters of each power cell

Rated power 150 Kw
Peak value of phase voltage 563V
Peak value of the input current 300 A

DC voltage 1100V
Angular frequency of the input voltage 1007z rad/s
Power factor 1.0
Maximum DC voltage utilization ratio 1.15

IGBT FF300R17MES is chosen as the power switching device. The power modules
are arranged on a heat sink, and connected with the driver. Low inductance bus bar is
designed to minimize the stray inductor of the power circuit Passive components and
digital control unit are arranged on a printed board to minimize the volume of the
converter.

The bottom digital control unit has the following tasks:

i) Generate the PWM driver pulses for the active rectifier and the inverter.

ii) Regulating the DC voltage to a constant value, immunity to grid voltage variability and
load current fluctuation.

iii) Control the start stage of the converter when connecting to the grid.

v) Different fault protection and data exchange with the main control unit.
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Fig. 4. Block diagram of bottom control unit.

The Fig.4 shows the main function of the bottom digital control unit for the power cell.

S Experimental Results

285

In this section, experiments are carried out to test the improved power cell. Firstly, a

power cell prototype with active input rectifier is established as shown in Fig.5.

Fig. 5. Power cell prototype with active rectifier.

The improved DC voltage ripple for the load fluctuation and input current
harmonics are verified for the front end rectifier alone with a resistance load at the DC
side. The switching frequency is 3 kHz and the value of the resistance is 16.5 Ohm.

5.1 Steady Operation of the Active Rectifier

Fig.6 shows a waveform of the input current and the voltage at the rectifier side. With
no extra passive filter, the input current is almost sinusoidal and the power factor is

nearly unity.

Fig.7 gives the THD measurement result of the input current. The total current harmonic
distortion of phase A for example is 3.102%, which extremely meets the international

standard IEEE 519-1992.
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Fig. 6. Steady operation of the front end rectifier.
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Fig. 7. THD measurement result for input current.

5.2 Transient Operation of the Front End Rectifier

The front end rectifier has a quick response to the fluctuation of the load. The DC voltage
shows a good robust for the disturbance.

Fig.8 gives the input current response when the rectifier is loaded by a resistance.
At the same time, Fig.9 gives the variation of DC voltage.

Combined with the active input rectifier and the inverter, another experiment is
also done to test the DC voltage ripple output voltage quality of the power cell, when
a high power load is set at the output side. The switching frequency for the active
rectifier is 3 kHz, and 3.3kHz for the inverter.

5.3 Output of the Power Cell

Fig.10 gives the output voltage and DC voltage waveforms when the power cell is
heavily loaded. The DC ripple is less than 40V, so the output voltage quality is
satisfactory.
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6 Conclusion

In this work, an improved power cell with an active input rectifier is designed to
remove the drawbacks of the traditional power cell with an uncontrolled bridge
rectifier for the medium voltage cascade converter. Control scheme for the improved
power cell is presented. An prototype is established, and a bottom digital control unit
is developed for it. Some experiments are carried out to verify the improvement. The
results show that the design meets the requirements.
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Abstract. With the continuously increment of the available amount of
geospatial data, a huge and scalable data warehouse is required to store those
data, and a web-based service is also highly needed to retrieve geospatial
information. The emergence of Cloud Computing technology brings a new
computing information technology infrastructure to general users, which enable
the users to requisition compute capacity, storage, database and other service.
The Web Coverage Service supports retrieval of geospatial data as digital
geospatial information representing space and time varying phenomena. This
paper explores the feasibility of utilizing general-purpose cloud computing
platform to fulfill WCS specification through a case study of implementing a
WCS for raster image on the Amazon Web Service. Challenges in enabling
WCS in the Cloud environment are discussed, which is followed by proposed
solutions. The resulting system demonstrates the feasibility and advantage of
realizing WCS in Amazon Cloud Computing platform.

Keywords: Cloud Computing, Web Coverage Service, Geospatial data,
Amazon Web Service.

1 Introduction

The OGC Web Service (OWS) are crucial to serve geospatial data and discover
underlying and useful geospatial information. OGC WCS provide an interface
allowing requests for geographical coverage across the web using standard and
implementation-neutral web interfaces. A series of operation, such as reformat, re-
projection and subset, could be executed on the dataset based on WCS specification.
Because the volume, the spatial and temporal coverage, and the update frequency of
geospatial data are increasing, the available data are characterized as massive,
heterogeneous and distributed features, which bring the pressure on both the storage
size and processing performance in GIS system. Achieving high level of reliability
and performance in GIS when deploying OWS services is challenging: such services
are often processor- intensive and disk-intensive and many of the small data providers
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do not have the capability to run highly-available server infrastructures of this nature.
A powerful, dependable and flexible information infrastructure is required to store
those data and process those data into information.

Cloud computing is rapidly emerging as a technology almost every industry that
provides or consumes software, hardware, and infrastructure can leverage. The
technology and architecture that cloud service and deployment models offer are a key
area of research and development for GIS technology. From a provider perspective,
the key aspect of the cloud is the ability to dynamically scale and provide
computational resource in a cost efficient way via the internet. From a client
perspective, the ability to access the cloud facilities on-demand without managing the
underlying infrastructure and dealing with the related investments and maintenance
costs is the key [1]. Some Cloud Computing platforms are already available,
including Amazon Web Service (AWS), Google App Engine, and Microsoft Azure.
Powered by Cloud Computing platform, the users can requisition compute power,
storage, database, and other services—gaining access to a suite of elastic IT
infrastructure services as demands.

In this study, we explore the feasibility of utilizing general-purpose cloud
computing platform to fulfill WCS specification through a case study of
implementing a WCS for heterogeneous geospatial data on the Amazon Web Service.
Section 2 of this paper introduces the related work and background. Section 3
addresses the challenges in enabling WCS in the Cloud environment and the proposed
approaches. The implementation details are describes in Section 4. Section 5 presents
the conclusion and discussed planned future work.

2 Background

2.1 Web Coverage Service

The OGC WCS enables interoperable access to geospatial coverages across the web.
The term "coverage" refers to any data representation that has multiple values for
each attribute type, where each direct position within the geometric representation of
the feature has a single value for each attribute type [2]. Examples of coverage
include satellite images, digital elevation data, and other phenomena represented by
values at each measurement point. Coverages are most commonly associated with the
raster data model.

OGC released WCS 1.0 and 1.1 specifications, and WCS 2.0 is available but its
Earth observation Application Profiles (EO-AP) are not completely finished so far.
Taking WCS version 1.1.0 as example in this paper, it provides three mandatory
operations: GetCapabilities, DescribeCoverage and GetCoverage. The GetCapabilities
operation allows WCS clients to retrieve service metadata from a WCS server. The
response to a GetCapabilities request shall be an XML document containing service
metadata about the server, usually including summary information about the data
collections from which coverages may be requested. The user could issue a
DescribeCoverage request to obtain a full description of one or more coverages
available. The GetCoverage operation allows retrieval of subsets of coverages.
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2.2 Cloud Computing

The recent emergence of cloud computing brings new patterns about service
deployment. Services and applications can be deployed in cloud environments that
can be made to scale up or down as required.

Several large Information Technology companies such as Google and Amazon
have already created their own cloud products. Since Amazon AWS platform is
selected in the implement of this paper, a brief introduction about Amazon AWS will
be given in this part. Amazon Web Services is more than a collection of infrastructure
services. With pay as you go pricing, the user can save time by incorporating
compute, database, storage, messaging, payment, and other services. All AWS
services can be used independently or deployed together to create a complete
computing platform in the cloud [3]. Amazon Elastic Compute Cloud (EC2) is a web
service that provides resizable compute capacity in the cloud. Amazon Simple
Storage Service (S3) can be used to store and retrieve large amounts of data, at any
time, from anywhere on the web.

2.3 Related Work

Several efforts on using Cloud Computing in geospatial application have been
reported. Baranski et al. (2009) creates a cloud enabled spatial buffer analysis service
in the Google App Engine and conducts a stress test for scalability evaluation. Wang
et al. (2009) proposes the use of OGC as Well Known Binary (WKB) and Well
Known Text (WKT) for data exchange in the Cloud Computing environment, and
demonstrates how spatial indexes can be created in the Google App Engine. Gong et
al. (2010) presents an implementation of geoprocessing service that integrates
geoprocessing functions and Microsoft Cloud Computing technologies to provide
geoprocessing capabilities in a distributed environment [5]. Blower (2010)
implements a Web Map Service for raster imagery within the Google App Engine
environment.

3 Challenges and Solutions

To deploy WCS on the Cloud Computing platform and achieve high level of
reliability and performance, there two challenges need to be addressed.

The first challenge is to build the proper running environment in the Cloud
Computing environment for WCS. WCS instances rely on the specified libraries and
proper configuration on standalone environment. When it comes to Cloud Computing
platform, those libraries need to be pre-built to support WCS running environment.
For example, the WCS running in Windows operating system may needs some
dynamic link libraries, but as to the Cloud Computing platform which provides Linux
operating system as instance running environment and use shared objects other than
dynamic link libraries, the server side has to compile and rebuild the dependent
libraries and configures the environment for WCS instance in Cloud environment.

The second challenge is with regard to the data storage in cloud. Particularly, how
to store and access the data in the Cloud Computing platform? The storage limit in
standalone environment is a bottleneck when the serving data becoming massive. The
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server side has to upgrade the hardware and make corresponding modification to
existing WCS service to deal with new storage space. Cloud computing could address
the storage issue since it provides unlimited storage space, however, migrate the data
to the cloud and manage the data in the Cloud Computing is a challenge since the
server side need to deal with complicated Cloud environment to access and manage
the data with Cloud-specified protocols and Application Program Interfaces (APIs).

To overcome the aforementioned challenges, we propose the following solution to
enable WCS on Amazon AWS platform. Fig. 1 illustrates the proposed architecture of
the integrated system.
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Fig. 1. A high level frameworks for WCS in Amazon AWS Platform.

As to the first challenge, Amazon AWS provides EC2 to give the resizable
compute capacity in the cloud, which presents a true virtual computing environment,
allowing the user to use web service interfaces to launch instances with a variety of
operating systems, load them with the custom application environment, manage
network’s access permissions. To build a self-contained environment for
geoprocessing functions in Cloud, Amazon Machine Image (AMI) is created to start
EC2 instance. An Amazon Machine Image (AMI) is a special type of pre-configured
operating system and virtual application software which is used to create a virtual
machine within the EC2. It serves as the basic unit of deployment for services
delivered using EC2.

As to the second challenge, Amazon S3 is selected to manage the application data
and store the output data. Amazon S3 provides a highly durable storage infrastructure
designed for mission-critical and primary data storage. Objects are redundantly stored
on multiple devices across multiple facilities in an Amazon S3 Region. Moreover,
Amazon S3 has the higher latency throughput. Amazon AWS provide both console
and command line tools to use S3 service.

4 Implementation

Amazon AWS is selected to implement WCS. The AWS services could be managed
through both Amazon Management Console and command line tools. The
implementation includes the following steps.
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4.1 Uploading Data to Amazon S3

Amazon S3 stores data as objects within buckets. An object is comprised of a file and
optionally any metadata that describes that file. In order to store an object in Amazon
S3, the user could upload the file to a bucket, and set the permission on the object as
well as any metadata. The user could manage the upload process through Amazon
Management Console, which provide a point-and-click web-based interface for
accessing and managing all of the user’s Amazon S3 resources, as Fig.2 shows.

Fig. 2. Amazon S3 upload interface through AWS console.

To get started with Amazon S3, the following steps should be implemented:

(1) Create a Bucket to store your data. The user can choose a Region where the
bucket and object(s) reside to optimize latency, minimize costs, or address regulatory
requirements.

(2) Upload Objects to the Bucket. The data is durably stored and backed by the
Amazon S3 Service Level Agreement.

(3) Optionally, set access controls. The user can grants others access to the data
from anywhere in the world.

Once the data are uploaded to Amazon S3, the other Amazon Web Service and
applications could access the data through its URL.

4.2 Creating Amazon EC2 for WCS

To deploy the WCS into Amazon Cloud environment, the Amazon EC2 instances,
which provide the running environment for WCS service, should be created.

Geospatial Data Abstraction Library (GDAL) is selected as the dependent library
for WCS. GDAL is a translator library for raster geospatial data formats that is
released under an X/MIT style Open Source license by the Open Source Geospatial
Foundation. As a library, it presents a single abstract data model to the calling
application for all supported formats [7]. It also comes with a variety of useful
command line utilities for data translation and processing.
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The following steps are used to describe how to set up WCS under Amazon EC2
instance (Suppose the user has created an account in Amazon AWS).

(1) Create a WCS program on standalone environment based on OGC WCS
version 1.1.0 specification, with GDAL supported in the back end.

(2) Select a basic 32-bit Amazon Linux AMI; and launch the Amazon EC2
instance; Keep the public DNS name for the instance.

(3) Access the created instance using any SSH client based on the public DNS
name and the private key file.

(4) Download and build GDAL library; Download and install Apache as Common
Gateway Interface (CGI) framework.

(5) Upload the WCS program created in Step 1 to EC2 instance, and rebuilt the
project. Put the WCS execute file under cgi-bin folder of Apache.

(6) Test WCS status. Create an AMI based on current Amazon EC2 instance.

Once the AMI is created successfully, the server side could launch the multiple same
Amazon EC2 instances from the created AMI [9].

4.3 Validation

The following is a URL of KVP encoded GetCoverage request for reformatting
HDF-EOS MODIS data into GeoTIFF, the image generated from WCS is shown in
Fig.3.

http://ec2-67-202-54-157.compute-1.amazonaws.com/cgi-
bin/wcs/service=wcs&version=1.1.0&request=getcoverage&identifier=HDFEOS:http
s://s3.amazonaws.com/wcsdata/modis/MOD09GQ.A2010001.h12v05.005.201000700
3100.hdf:sur_refl_b0O1_1&format=image/geotiff

|Fh Edt image Fiter Tosls Mpl
: P 2 2 -

Fig. 3. The result image generated from WCS deployed on Cloud.
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5 Conclusion and Future Work

This paper presents an implementation of deploying OGC WCS on Cloud Computing
platform. Approaches on how various services in Amazon platform can be utilized to
meet the storage and computing requirements of WCS are described.

Deploying WCS on Cloud Computing platform require considerable work, since
the infrastructure, deployment requirements and APIs of different Cloud Computing
platform are also different. The platform-depend APIs complicate the development of
geoprocessing functions in different Cloud Computing platform. Based on the
unlimited computing capacity provided by Cloud Computing platform, the users
could concentrate on domain business logic without worrying about the hardware and
software limitation.

Since the most current commercial Cloud Computing platforms do not have free
offers, the user should take the economic cost into account when deploying
application in Cloud environment. The implement in this paper is to demonstrate the
feasibility and flexibility of deploying WCS on Cloud Computing platform for
academic purposes. Comparison for performance price ratio between different Cloud
Computing platforms will be made in the future work.
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Abstract. The corona characteristic of HVDC tube bus is the main factor taken
into account for choosing tube bus of HVDC converter substation. The
intension of corona could affect the electromagnetic environment of
converter station and generate audible noise. For the HVDC transmission
line has long distance, it is inevitable for converter station to built in high
humidity area. It is necessary for studying the corona characteristics of
converter station bus and choosing the best type of the bus to consider
the humidity. By establishing the calculation models of electric field strength
along the tube bus surface, the paper computes the influence of humidity on
corona inception electric field, high and electrode spacing of tube bus. And
gives the high and electrode spacing, at which the tube bus in £660kV HVDC
converter substation will not generate corona.

Keywords: Corona; Humidity; DC; Converter Station; Tube Bus.

1 Introduction

The corona characteristic of DC bus in converter station is the major reason for
choosing bus. The intension of bus corona could affect the electromagnetic
environment of converter station, for instance: radio interference and audible noise. In
extreme cases, corona current could cause the severe electromagnetic interference
(EMI) that interfere the control and secondary protection of converter station. It also
could cause the serious EMI that causes corona loss and disturbs the communication
equipments [1, 2, 3]. Therefore it is very important for design and the economic
operation of the converter station that studying the corona characteristics of converter
station bus and choosing the best type of the bus [4, 5, 6].

Electric field at the surface of conductor is the most significant factor of corona
inception. There are several main factors influence the corona inception electric field at
the surface of tube bus, for example, the radius of tube bus, material, surface roughness
and ambient humidity, temperature. In decades, international use the Peek’s calculation
formula to calculate the corona inception voltage gradient on wire surface [7]:
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where r is the conductor radius in cm; m is roughness coefficient of conductor surface
(m < 1); d is air relative density
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where p is atmospheric pressure in Pa and  is Celsius temperature in “C. For standard
atmospheric pressure and temperature is 20°C, 6=1. Peek believes that there is no
influence of air humidity on the corona, so the Peek’s calculation formula does not
consider the humidity.

For the HVDC transmission line has long distance, it is inevitable for
converter station to built in high humidity area, such as +660 converter station in
Qingdao. Therefore it is necessary for studying the corona characteristics of converter
station bus and choosing the best type of the bus to consider the humidity. The paper
computes the influence of humidity on corona inception electric field, high and
electrode spacing of tube bus. And give the high and electrode spacing for different
radius tube buses, at which the tube buses in +660kV HVDC converter substation will
not generate corona.

2 Theory of Corona Phenomena

The corona discharge is defined by the self-sustained discharge near the conductor,
and occurs when the electric field strength on the surface of conductor reaches a
critical value. When the electric field strength in the vicinity of conductor reaches the
threshold value for ionization of gas molecules by electron collision, an electron
avalanche (primary avalanche) starts to develop. With the growth of avalanche, more
electrons are emitted in all directions and more positive ions are left in the avalanche
wake. When there are enough space electrons (or space charge) in the primary
avalanche, a successor avalanche (second avalanche) starts to develop and the
discharge will transit to streamer discharge. This is the result of the strength of local
electric field, caused by space charge, and the generation of space photoionization. It
is the starting point of corona. At this time, the maximum value of electric field
strength on the surface of conductor is the corona inception electric field. And
the voltage is the corona inception voltage. With the increasing of air humidity, the
effective ionization coefficients will increases. It expands the ionization zone and
enhances the ability of impact ionization. They are the main reasons that the corona
inception electric field on the surface of conductor decreases with the increasing of air
humidity.
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3 Corona Inception Electric Field

3.1 Corona Inception Electric Field Criterion

According to the mechanism of corona discharges, when the number of electron in the
primary avalanche arrives to one point, the primary avalanche will transit to streamer
discharge. The number of electron in the primary can be calculated by

n=n,exp([ (alr) ~11(r)dr) 3)

where 7 is the number of free electron in electron avalanche at the position r,, ny is the
initial number of the free electron in the space, o is the Townsend's first ionization
coefficient, # is attachment coefficient, and r, is the radius of ionization zone, ry is the
radius of tube bus.
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Fig. 1. Ionization zone around a conductor

In the ionization zone, the value of « is greater than #. The number of free electrons
is increased until the avalanche reaches r.. Maximum value of free electrons exists at
the boundary of ionization zone (a=#). The number of free electrons at this boundary
can be used as a criterion to calculate corona inception voltage. Since the exact
number of initial free electrons at the surface of conductor is unknown, the ratio n/n,
will be used. This critical value is adopted about 3500 for air gaseous insulation by
experimental measurements [8].

Both a and # are functions of the electric field and gas pressure. In order to
calculate the corona inception voltages for humid air, considered as a mixture of air
molecules and water molecules, it is necessary to have the effective coefficients for
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the mixture. In the following, subscripts d, w refer to dry air and water vapour. The
mixture coefficients were obtained using the linear expression proposed by [9]:

P P

azﬁaw+7§”ad “)
P P

=gt ©)

where P is the normal atmospheric pressure. The expressions for o and # in dry air
and water vapour is:
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where E is the electric field in V/cm.

3.2 Calculate Corona Inception Electric Field

Calculating of corona inception electric field is based on a simple algorithm which
has shown in Fig. 2. In the beginning, the electric field around the surface of
conductor is determined using an initial value of voltage. Then the ratio of the
numbers of free electrons at the ionization zone boundary to the numbers of free
electrons at the surface of conductor is calculated. If this value is less than
the specified threshold then the value of voltage is increased a specified step and the
above process goes on. If this value is more than the specified threshold then the
value of voltage is considered as corona voltage inception.
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Give a initial value of electric field £, on the
surface of conductor

Determine the electrie field around
the surface of conductor

Calculate & and 5 at various
distances of ionization

EEytEag

Calculate the value of &

No
500

Yes

The value of electric field is the
corona inception electric field

Fig. 2. Process of calculation of corona inception voltage

To calculate the corona inception electric field of different humidity for different
radius tube buses(10cm, 12.5cm. 15cm) by the algorithm showed in Fig.2. The
influence of humidity and radius of bus on the corona inception electric field shows in
Fig.3.

Corona inveption electric field (kv/em)

20

40 60

Relative humidity (%a)
Fig. 3. Influence of humidity on corona inception electric field

The Fig.3 shows that the corona inception electric field on the surface of tube bus

with the increasing of air humidity and the corona inception electric field decreases
with the increasing of radius of tube bus.
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4 The Tube Bus Designing

It is important for designing tube bus to consider the radius, the electrode spacing and
high of bus. The corona inception voltage can be obtained by corona electric field. By
the image method, shows in Fig.4, the corona inception voltage can be calculated by
formula (10).

U =Erln(2h.s ] (10)

r4h? + 52

where, U is the corona inception voltage in kV, E is the corona inception electric field
in kV/cm, r is the radius of bus in cm, h is high in m, s is electrode spacing in m.

I
I
I
Il
I
I
|
T- e
4 SRS (_D

-

Fig. 4. Mirror image of tube bus

Without consider the air humidity, the h-s curve for different tube buses in £ 660
DC converter station can be obtained by Eq.10, shows in Fig. 5. The tube bus will not
generate corona in good weather, when it is installed at the high and electrode
spacing. The E is calculated by Eq.1.

o

% 5 10 15 20
Electrode spacing (m)

Fig. 5. h-s curve for corona of different tube buses

According to Eq.10 and the influence of humidity on corona inception electric
field, the influence of humidity on the designing of different tube buses (10cm,
12.5cm. 15cm) in + 660 DC converter station can be obtained, shows in Fig.6.
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Relative humidity(®s)
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(a) 10cm

Relative humidity (%)
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Electrode spacing (m)
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Fig. 6. Influence of humidity on tube buses
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The pictures show that the air humidity affects the designing of tube bus in
converter station. The high and electrode spacing, on which the tube bus will not
generate corona in good weather, increases with the increasing of air humidity.

5 Summary

The air humidity affects the designing of tube bus in the converter station. It affects
main factors as:

1) The air humidity affects the corona inception electric field of tube bus in the
converter station. The corona inception electric field decreases with the increasing of
air humidity.

2) The air humidity affects the high and electrode spacing of tube bus in converter
station. The high and electrode spacing, at which the tube bus will not generate
corona in good weather, increases with the increasing of air humidity.

So, it is necessary for designing the tube bus in converter station to consider the air
humidity. The air humidity affects the radius, high and electrode spacing of tube bus
by affecting the corona inception electric field.

Acknowledgments. Project supported by Project Supported by National Natural
Science Foundation of China (50977053); Shandong Provincial Natural Science
Foundation, China (ZR2010EMO033).
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Abstract. In view of the requests of Micro Electric Discharge Machining Pulse
Generator, a professional core supporting PWM output based on FPGA has
been proposed in this paper. A high precision PWM with frequency and duty
adjustable and an interrupt signal which is useful for MCU are produced. The
PWM pulse and interrupt output are simulated and analyzed in Quartus IT. The
PWM pulse duration is up to 10ns. In this paper a 40ns PWM pulse width for
MOSFET is realized. It has provided a possible technological assurance for
nanofabrication micro-EDM.

Keywords: FPGA; Micro-EDM; MCU; PWM output.

1 Introduction

In the field of micro electrical discharge machining (EDM), one of the factors which
determine the surface performance is the discharge energy per pulse. The energy suit
for micro-EDM is about at the level of 10-6~10-7J. In order to obtain micro discharge
energy, micro-EDM Pulse Generator is the key point [1]. It was proved that to reduce
PWM pulse duration when keeping peak current big enough was a more effective way
[2]. And to reduce the pulse width is the essential method reducing discharge energy.
Mainly as the micro energy is needed, it’s very important to keep the pulse wide at the
level of nanosecond or even picosecond and with fast turn-on rise time and as short
turn-off fall time as possible. It put forward the very high request in the aspects of
power switching device output waveform performance. On the other handl the
traditional MCU (Multipoint Control Unit) and DSP (Digital Signal Processor)
control have far short of demand [3]. With the rapid development of the electron &
information technology, PLD (Programmable Logic Device) has been applied to
wider fields. More and more researchers in China have realized the advantages of
CPLD (Complex Programmable Logic Device) /FPGA (Field Programmable Gata
Array). As except for realizing high frequency and high-precision counting,
CPLD/FPGA Can greatly reduce system complexity, simplify circuit, stable circuit
characteristics and achieve the hardware flexible design [4]. As MCU is used so
widely because of its easily grasp, flexible application, rich peripheral device, etc.,
and CPLD/FPGA is so suitable for high-frequency and high-precision pulse output
that it’s perfect to combine MCU and CPLD/FPGA to realize the high-precision pulse
generator with ultra short pulse width. In the design of micro EDM power supply,
MCU is mainly used as function control, such as pulse’s parameter settings, power’s
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mode settings, Keyboard and LED display, and transmit data to FPGA module. And
FPGA generate PWM (Pulse Width Modulation) pulse according to the settings of
MCU to drive the power switching device such as MOSFET in order to realize the
pulse machining [5]. In micro-energy pulse generator, PWM is the main method to
control and realize the digital power supply and it’s the key factor to make power
supply system stable and reliable. Nowadays, it’s more and more combining MCU
with FPGA to optimum circuit structure in motor control, automatic detection, micro-
EDM power supply, etc [6]. So it’s of great practical value to design a professional
PWM core based on FPGA. This professional PWM core can not only support PWM
pulse output and also can provide an interrupt output signal to MCU. In this design,
FPGA is mainly used to interface to MCU, PWM pulse generator and an interrupt
output signal for MCU control. It can realize the circuit highly integrated, high speed
and stabilization, what’s more important it can shorten power design cycle as soon as
possible.

2 Professional PWM Core Overall Structure Design

In this design, the core mainly contains four function modules: the interface to MCU
system, the internal register and data buffer, internal combinational logic and
temporal logic circuit module and independent external I/O ports. The overall
structure chart is shown in Figurel.

Internal
. Internal bi . 1
Nain — com 1r.1at10na Independent
o system [ nd data = logic and S oyternal (o
interface temporal 1/0
buffer :
logic module

Fig. 1. Professional PWM core overall structure chart

2.1 Main System Interface

The main system interface is mainly for the communication between this core and
main system such as MCU. It’s convenient for calling the core. The main system
transmits data and sends function requests through the main system interface. The
interface not only realizes real-time communication and interoperability between the
core and the main system, but also has high reliability and high portability. And the
core mainly outputs the PWM pulse or starts the timer and counter to output an
interrupt signal. In this paper, the interface adopts SoC (System-on-Chip) circuit
interconnect interface specification based on WISHBONE standard [7]. This interface
standard defines two types of interfaces: the host interface from the master port to the
interconnect interface and the slave interface from the slave port to the interconnect
interface. The design uses the main system interface is the slave interface. The core
independently processes the data transmitted from the main system and then generates
the appropriate PWM pulse or an interrupt output signal, but not returns the processed
data to the main system.
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2.2 Internal Register and Data Buffer

In the FPGA, the register is to achieve the data buffer when transferring data between
the circuit entity area of the core and the main system interface. In this case, the main
system transmits data to the core through the interface. And at first, the data has to be
buffered by a register to make the data be stable, reliable and effective at the
following processing. In this design, four types of registers are mainly used, including
the main count register, the two butter registers which is used for data storage of
PWM pulse width and pulse interval and the control registers which make the data
transferred orderly. All this registers work together to determine the core mode and
the type of operation. Among them, the main count register is a 32-bit wide register,
its counter/timer clock cycle can either use the system clock or be input via an
external clock port named gate_clk_pad_i; the two butter registers used for buffer the
PWM pulse on-time and off-time data are also 32-bit wide registers; the control
register contains 9 control bits, and it’s mainly used to control other registers to work
timely and effectively and realize the precise communication between the designed
core and the main system such as MCU.

2.3 Internal Circuit Module

This internal circuit module mainly contains three modules, including the module of
PWM data register and RS flip-flop output control, the timer/counter comparing
module and interrupt signal generator module. Using these modules, the designed
core provides two types of work modes, that is professional PWM pulse outputs and a
timer/counter interrupt output, and according to the internal controller-register’s data,
it’s very flexible and easy to select the core’s work mode.

On the one hand, when the main system communicates with the core and the PWM
pulse output is let out by the controller register, the registers named rptc_hrc and
rptc_lrc respectively store the pulse on-time and off-time data, and then the controller
register makes the timer/counter work to trigger the RS flip-flop circuit and
eventually get the flexible duty cycle of the output pulse according to the designers
settings.

On the other hand, when the main system communicates with the core and the
control register enables the core work in the timer/counter mode, the timer/counter
can use either the internal system clock or an external reference clock; it can not only
used for a single loop control, but also a continuous loop control. When the
timer/counter uses external reference clock and at the same time the corresponding
control bit is enabled, the clock would be accept by the core through the specified port
called gate_clk_pad_i and the timer / counter would be counted by an external clock
cycle. And then the MCU send a full-decoding address to the core and the register
rptc_lrc is initialized. This initial data is just the timer/counter’s needed data. The
register named rptc_cntr plus one by one according to the work frequency the
timer/counter selected. When the value of the register rptc_cntr is up to the value of
register rptc_Irc, the core would use an interrupt generator to output an interrupt
signal to MCU. But the interrupt signal’s final output must be enabled by the relevant
control bits of the control register.
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3 Function Realization

According to the functional description design above and adopting a very common
and easily grasped hardware description language called Verilog HDL to program this
design [8] and adopting Ateral company’s FPGA chip called EP3C4 to simulate it, a
10ns PWM pulse width output has been achieved, which is suitable so much for the
micro-EDM. This 10ns pulse width PWM wave output is of adjustable pulse duty
cycle. And the realized core’s function chart with I/O port is shown in Figure 2.
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dw 32 |Signed Integer
aw 16 [Signed Integer
cw 32 |Signed Integer
PWNLCT
[woicki W] | o
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Fig. 2. The core’s function chart with I/O ports

In this chart, the main ports defined as following:

whb_clk_i: the input clock of main system interface circuit interface;

whb_rst_i: the reset signal of main system circuit interface;

wb_adr_i: 16bits, the input address; wb_we_i: written enable signal;
wb_data_i: 32bits, input data; gate_clk_pad_i: external clock input;
wb_data_o: 32bits, output data; wb_ack_o: output acknowledgments;
wb_err_o: error verification signal; wb_inta_o: interrupt signal output ;
pwm_en_o: pwm pulse output enabled signal ; pwm_o: pwm pulse output.

4 Simulation and Analysis

In the paper, the designed PWM pulse timing for the power switching device and the
interrupt signal output were logic synthesis and function simulated in QuartusII. The
simulation results were shown in Fig.3 and Fig 4. It can be seen from Figure 3, as long
as the timer / counter value to the rptc_Irc, an interrupt request signal would be output
at the next rising edge of system clock. The first signal interruption was wrongly
produced as the timer/counter was equal to the rptc_lrc register when they two were
not initialized. As the MCU can judge this interrupt request signal according to the
internal status in the core settings, this design was also to meet the requirements. And
in Fig. 4, the PWM waveform pulse duration and interval were set by register rptc_hrc
and rptc_lrc, and the duty was adjustable. Its minimum output pulse duration 10ns was
realized. This ultra short pulse generator was very suitable for micro-EDM.
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Fig. 3. Simulation of interrupt output
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Fig. 4. Simulation of PWM pulse output

5 Results

In order to facilitate results of actual output observed by oscilloscope, the pulse
duration was set as 40ns. Connect the USB-blaster and personal computer, switch on
the power and download the program files and other specific files to the EP3C40 chip,
and then the PWM pulse output was observed by oscilloscope. The duty of 1:5 pulse
output was shown in fig.5. It can be seen that the generated pulse was steep rising and
falling. The beginning of the pulse has some overshoot which was much use for
accelerating the switch’s opening process and at the switch-off transient, the pulse
overshoot can provide sufficient negative voltage so that the switch’s drain current
can decrease rapidly, accelerating the shutdown process.
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Fig. 5. The PWM pulse output with duty of 1:5

6 Conclusions

A professional PWM core based on FPGA which can not only support PWM output
but also communicate with the main system such as MCU is proposed in this paper.
The core with high integration overcomes the shortcomings of the long delay and
poor stability of the divided components and can be used as an independent hardware
module in the micro-EDM power supply to drive the power switch device after the
pulse is amplified and isolated and at last realize the micro energy machining. The
designed core provides not only the interface to MCU, but also some useful output
ports and it’s convenient to realize the complementary development between FPGA
and MCU system. Using FPGA to design a professional PWM output core in a MCU
system can easily realize the ultra short pulse duration power supply for micro-EDM,
improve the power’s integrated level and reliability of system and decrease system’s
volume. It’s of extensive adaptability and practical value.
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Abstract. For studying the classification relationship of Ru Guan porcelain and
Jun Guan porcelain, the method based on case-based reasoning was presented,
with ancient ceramics examples as base cases, and the study samples as target
cases. By means of calculating the similarity between base cases and target
cases, the similar series were determined, and the most similar base case to the
ancient ceramics target case was found out. Finally, the classification of target
cases was evaluated. The results show the correct recognition rates as 94.1%
and 100% to ancient ceramics body and glaze respectively. Case-based
reasoning is a very valuable new method for ancient ceramics classification.

Keywords: case-based reasoning, ancient ceramics, classification, proton
induced x-ray emission.

1 Introduction

The Ru Guan kiln site is located in Qingliangsi, Baofeng County, and the Jun Guan
kiln site is located in Juntai, Yuzhou City, Henan Province, China. They are two
famous kilns in the ancient China. As the two kilns are located close to each other, the
Ru and Jun porcelains look quite similar, and therefore, it is often difficult to
distinguish one from the other [1]. For studying the sources of raw materials,
ingredients and their classification relationships, some hybrid models combining
chemical elements measure technology [2-4] and classification method appeared.
Common classification methods are: fuzzy cluster [1], grey theory [5], neural network
[6], support vector machine algorithm [7], rough set theory [8], et al.

The case-base reasoning (CBR) is a new artificial intelligent technology, presented
by Schank in 1982. Kolodner realized it by computer in 1983 [9]. CBR uses a human-
inspired philosophy: it tries to solve new cases by using old and previously solved
ones [10, 11]. The process of solving new cases also updates the system, by providing
new information and new knowledge to the system. This new knowledge can be used
for solving other feature. CBR has achieved success in planning, design, medicine,
fault diagnosis and forecasting, since its presentation [12]. Ancient ceramics
classification is very complex and its knowledge is difficult to obtain, so CBR may be
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a valuable new method for its classification. The classification of some ancient
ceramics was determined by other researchers, which are taken as base cases in CBR
classification system in this paper.

2 Method of Case-Based Reasoning of Similar Porcelains

2.1 Base Case Library

This paper collects the ancient ceramics, whose classification was determined by
other researchers, and takes them as base cases in its CBR classification system. Each
record is a case, and each field is a feature.

2.2 Weights [13]

The importance of each feature is evaluated by weight. The more important the
feature, the bigger the weight. Therefore, this paper uses variable weights to reflect
environmental sensitivity of features. The weight of the feature is computed as:

2

w =3 | MG 0
= iN,, (1.C,)
N,(T.C)= Num(r{re C,and (v, (h)=r, (h) orv, (h)e [L,U])}) )

In this equation, w, means the weight of & th feature, n means the total number of

the ancient classifications, T means the target case, C; means the i th classification
of the base cases, N, (T,Cj) means the number of relation with T in Cj
classification, v, (%) means the value of  th feature of rth base case, v, (k) means

the value of hth feature of T th target case, and [L,U ] means the domain of / th

feature of T th target case, which is defined as follows:

L= inf{ﬁdomk (h)}vT (h)e dom, (k)
. 3)
U= sup[ﬂ dom, (h)]vT (h)e dom, (k)

In this equation, dom, (h) means the domain of A th feature in C, th classification,
and L,U means the supremum and infimum of dom, (h)(k =1,2,...,n) intersection.
In formula (1), N, (T,C[.) measures the frequency of target case T which belongs

to classification C; by feature h th. ZNh (T,C ].) means the total summation of
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target case 7 which belongs to each classification by feature £/ th.
Nh(T,C,.)/ZNh (T, Cj) means the probability of target case 7 which belongs to

classification C, by feature # th.

2.3 Similarity

The notion of similarity between two cases is computed using different similarity
measures, such as euclidean, manhattan and infinite mould distance [11]. In this paper
we choose the euclidean distance.

diT :\/lZ::Wh(Vi(h)_VT (h))z “4)

Here d,, is the euclidean distance between base case T and i th target case, v, (h)
means the value of the 4 th feature of i th base case, and v, (1) means the value of

the h th feature of target case T .
The similarity S, between T" and i is defined as follows:

Sy =1-d; (5)

iT

2.4 Classifying

The target case and the base case, which is most similar with target case, are classified
by the most similarity principle.

3 Experiment Results

In this paper, we choose eighty-four Ru Guan and Jun Guan porcelains from reference
[2] as research objects, whose classification was determined. The classification and
the major compositions of Ru Guan and Jun Guan porcelain body samples are listed
in Tablel, partly; choose seventeen samples (seven of Ru Guan porcelains and ten of
Jun Guan porcelains) as target cases from ancient ceramics samples, and the others as
base cases. Then, CBR method is used to determine the classification.

From table 1, we know the ancient ceramics are divided into two classifications: Ru
and Jun porcelains. Each porcelain has seven features: ALO;. SiO,. K,O.
CaO. TiO,. MnO. Fe,0; To eliminate ill effects by different dimension, the
experimental data is reduced.

Vi (h) ~ Vinin (h)
Vi (1) = Vi (1)

In this equation, v, (%) and v,;, (h) mean respectively the maximum and minimum

v,'(h)= (6)

value of 4 th feature of the base case.
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Table 1. Major composition of Ru Guan porcelain body and Jun Guan porcelain body [wt%]

No AI203 Si02 K20 CaO TiO2 MnO Fe203 Classification

1 30.56 6221 1.77 086 1.13 0.01 1.94 Ru
2 2677 6626 182 044 127 0 1.94 Ru
3 26.66 6631 186 0.6 1.23  0.01 1.84 Ru
4 2738 6491 207 1.01 1.09 0.02 2.03 Ru
5 27.63 6539 177 042 133 0.02 1.95 Ru
6 31.16  61.72 151 1.07 1.07 0.01 1.96 Ru
7 31.75 6094 1.77 0.84 1.1 0 2.1 Ru
27 3117 6229 155 045 1.1 0.01 1.94 Jun
28 26.5 653 246 052 097 0.02 2.55 Jun
29 27.5 643 255 054 092 0 2.51 Jun
30 26.6 652 229 065 092 0.02 2.67 Jun
31 25.4 664 237 065 098 0.02 2.61 Jun
32 27 639 271 062 099 0.02 2.46 Jun
33 26.2 654 251 0.66 0.9 0.02 2.88 Jun
68 2791 6498 1.68 1.06 1.08 0.02 1.77 Ru
69 2756 6574 1.77 052 1.15 0.02 1.73 Ru
70 2621 66.06 2.18 0.73 1.08 0.02 2.24 Ru
75 25.8 66.3 22 088 1.02 0.02 2.58 Jun
76 25.8 65.5 266 061 093 0.04 2.85 Jun
77 25.7 664 229 047 1.06 0 245 Jun

The weight of T, is w(68)=[0.522,0.516,0.528,0.52,0.68,0.51,0.51] , computed

by Eq.1. Table 2 shows the similarity between ancient ceramics target cases and base
cases. The accurate recognition rate of porcelain body and glaze are 94.1% and
100%, respectively.
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Table 2. The similarity between base cases and target cases of Ru Guan porcelain body/glaze
and Jun Guan porcelain body/glaze

Target Target Code No. of Classification The maximum value
case case the most similar of the most similar of the similarity
classification base case base case
R39 Ru R288/ R384 Ru/Ru 0.7792/0.8519
R40 Ru R379/R271 Ru/Ru 0.8509/0.8636
R41 Ru J106/ R291 Jun/Ru 0.7966/0.7977
R42 Ru R291/R387 Ru/Ru 0.8744/0.8847
R43 Ru R385/ R288 Ru/Ru 0.6211/0.8947
R44 Ru R356/ R291 Ru/Ru 0.8431/0.8229
R47 Ru R386/ R334 Ru/Ru 0.8016/0.7841
J123 Jun J89 /J116 Jun/Jun 0.8552/0.8266
J124 Jun J95 /187 Jun/Jun 0.8008/0.4000
J125 Jun J118/J91 Jun/Jun 0.7362/0.8786
J126 Jun J98 /J105 Jun/Jun 0.8816/0.7646
J127 Jun J86 /J106 Jun/Jun 0.9171/0.8961
J128 Jun J90 /187 Jun/Jun 0.9736/0.8896
J129 Jun J103/J117 Jun/Jun 0.7897/0.8943
J130 Jun J116/ 189 Jun/Jun 0.9053/0.8930
J131 Jun J118/J114 Jun/Jun 0.9250/0.7577
J132 Jun J98 /J106 Jun/Jun 0.6574/0.8423

4 Conclusions

(1) CBR considers the influence of many uncertainties, gets knowledge from cases
and finds out the similar base cases, and therefore can apply to ancient ceramics
classification.
(2) Attribute weight method is presented according to the concept of variable weights.
It makes connection between the result and the current classification environment,
and reflects the sensitivity of weights to environmental.
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Abstract. To prolong network lifetime and reduce average energy consumption
when nodes are unable to measure the distance to neighbor nodes or have not
distance measuring hardwire, distributed power control algorithms for wireless
sensor networks are proposed. SPCA and PPCA are used to calculate the
transmission power according to local information (residual energy). In the
SPCA, the interval of residual energy is uniformly divided into a sections. Each
section corresponds to one transmission power from maximum power to
minimum power. In the PPCA, the transmission power is polynomial function
of residual energy. When network starts, all nodes transmit data to sink node
with DLOR routing and calculated transmission power. Simulation results show
that by selecting the appropriate parameters, SPCA and PPCA can prolong
network lifetime and reduce average energy consumption. Under certain
conditions, it is fit for wireless sensor networks in special situation.

Keywords: Wireless Sensor Networks, Distributed, Power Control, Lifetime.

1 Introduction

Wireless sensor networks were originated in the military field. Now, low-cost
wireless sensor networks have been used in target tracking, environmental
monitoring, flood warning, farm management, smart home and other fields. They get
more and more attention from academia and industry. In the wireless sensor networks,
transmission power control is one direction of topology control research. It primarily
regulates the transmission power of each node. If the premise of network connectivity
with power control algorithm is meted, the number of single-hop neighbor nodes is
balanced, unnecessary communication links are removed, and an optimal forwarding
network topology comes out [1].

At present, scholars proposed many new power control algorithms such as
VRTPC[2], PCAP[3], LMA and LMN [4], CBTC [5] and etc. Reference [6] proposed
DLOR (distributed lifetime optimized routing algorithm) for wireless sensor
networks. In the DLOR, every node maintains a neighbor information table.
According to the information, the link weight is calculated with new function and
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distributed asynchronous Bellman-Ford algorithm is used to construct the shortest
routing tree. Then data are gathered along the shortest routing tree to sink node. But
DLOR needs a method to measure the distances to neighbor nodes. In the real
environment, the RSSI value is greatly influenced by the surrounding environment,
especially harsh environment. It is difficult to accurately measure the distances. Other
methods need additional hardware and energy costs. In order to prolong network
lifetime when the nodes can’t measure the distances or have distance measuring
hardwire, this paper develops the research accomplishment mentioned in [6],
and proposes two distributed power control algorithms for wireless sensor networks.
In the algorithms, transmission power is only influenced by the residual energy.
The algorithms can prolong the network lifetime and reduce network energy
consumption.

2 System Assumptions and Link Energy Consumption Model

In the research, assume that:

e Sink node and other nodes are static with fixed location. Moreover, sink node
doesn’t know the topology information of whole network;

e Ordinary nodes have the same performance (such as initial energy, energy
consumption parameters, communication radius). But every node has different
transmission power and can changes;

e Ordinary nodes have the same energy model;

e Sink node gathers data regularly, and ordinary nodes transmit data to sink node
directly or in multi-hop way;

e Each ordinary node’s energy is limited and sink node’s energy is not limited;

e Ordinary nodes are in the harsh environment, or have not distance measuring
hardwire, so nodes are unable to know its own location and the distance to
neighbor nodes.

Typical node energy consumption is mainly generated by wireless data transceiver.
Transmission energy consumption Et, contains the electronic energy consumption of
transmission circuit Ery.ec and energy consumption of signal amplifier Ery amp. Etx-elec
is fixed at kEge., k represents the amount of transmitting data. Ery,y, relates to
transmission power P,. Receiver only considers the electronic energy consumption
kE ... The formulas can be described as follows:

(k) + Eqy (k) = {kE HRE BT d<d,,
X-amp >

E. (kd)=E
r (k. d) 0. d>d. - D

Tx-elec

ERx (k) = ERx—elec (k) = kEelec . (2)

Therefore, according to (1) and (2), energy consumption for transmitting k bits data
from node i to node j is:

Ciﬁj(kvd,-.,-)=2kE +kE__ P . (3)

elec amp
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Energy consumption for transmitting & bits data from node i to sink node is:

C, (k.d )=kE, +kE, P’. @

elec amp”

3 Algorithm Description

3.1 Basic Principle

If nodes can’t measure the distances to neighbor nodes, in DLOR they transmit data
with default maximum power. The network lifetime is great decline. But in this
situation, nodes can get the residual energy of itself and neighbor nodes. When its
residual energy reduces, the node can adjust the transmission power to save energy.
Therefore, SPCA (stepwise power control algorithm) and PPCA (polynomial power
control algorithm) are proposed. Their transmission power relates to the residual
energy [7].

P A

P max

Pmin

Emax E

Fig. 1. The curves of SPCA and PPCA

As shown in fig.1, the curve 1 represents SPCA. The interval of residual energy is
uniformly divided into o sections. Each section corresponds to one transmission
power. The transmission power is uniformly distributed in the interval between
maximum and minimum. The formula is as follow.

P E()=E, oro=1

RO s~ Pan ) o0 2L,

min

(i) 0<EG)<E + O

max >

a=2,0e N

max
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Where, P(i) represents the transmission power of node i; P, represents default
maximum transmission power; P, represents minimum transmission power which
node i can use to communicate with at least one neighbor node; E(i) represents the
residual energy of node i; E,, represents initial energy of nodes; o represents the
number of sections which the energy interval is divided into; Function floor(x) rounds
the element x to the nearest integers less than or equal to x.

As shown in fig.1, the curve 2 represents PPCA. In the PPCA, the transmission

power is polynomial function of residual energy. Its curve passes through the points
(Emax» Pmax) and (0, Ppin). The formula is as follow.

P —P.(
Poo ~Pon® - ,,,

P(i)=- )" +P. 0<SEG)<E

max ?

n=2neN" (6)

ax >

Where, n represents the polynomial order.

3.2 Realization of SPCA and PPCA

If power control algorithm works, it needs a routing algorithm. So the routing
algorithm DLOR is used to verify the algorithm’s effectiveness. The realization of
SPCA and PPCA with DLOR is as follow.

When routing starts, nodes have zero transmission power and need to get the
minimum transmission power. They increase transmission power gradually to
broadcast querying packets. Neighbor nodes receive the packet and relay an
informing packet. Then, the nodes receive the packet and record minimum
transmission power. After all nodes have the minimum transmission power, the
DLOR algorithm works to construct the shortest routing tree. In the DLOR, each node
has a neighbor information table which records residual energy of itself and neighbor
nodes. Then according to information table, nodes execute (5) or (6) to calculate the
transmission power P,. The nodes transmit data with P, along the shortest path.

In routing maintenance, nodes transmit the latest forecast packets to all
neighbor nodes from time to time. Neighbor nodes receive the forecast packets,
update the neighbor information table, and execute (5) or (6) to update transmission
power.

4 Simulation Result and Analysis

The simulation doesn’t consider the energy consumption of routing establishment,
routing maintenance, routing failure, timeout retransmission, data calculation and
some others, but only consider the energy consumption of wireless communication.
Network lifetime is defined as the period of time until the first node runs out of
energy or isolated node exists. DGC (data gathering cycle) represents network
lifetime. DGC is the time that all nodes successfully transmit data to sink node.
Average energy consumption = the total number of energy all nodes consume /
(DGC*number of nodes).
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In the simulation, 500%500m’ network simulation area is chosen. 40, 50, 60, 70,
80, 90 and 100 numbers of nodes and one sink node are generated. According to
given numbers of nodes, 20 different network topologies are randomly generated.
Then the network lifetime and average energy consumption of algorithms are
compared. The other needed parameters are as follows [8]. The initial energy of nodes
E..x is 1000J. The maximum transmission power P, is 0.37W. Electronic energy
consumption for transmitting and receiving data E.is 50nJ/bit. Energy consumption
for amplifying signal E,y, is 10.8*10°. Amplification factor y is 1. Data size that node
transmits to sink node every time kis 1Kb. Route update interval of network (times of
node data transmission) is 1000.

4.1 Research on Algorithm’s Parameters

Selection of o in the SPCA. Wheno.e N, o =1,2,...,50 are chosen in the network
with 100 nodes. As shown in fig.2, it is concluded that when a<10 and a increases,
SPCA has longer network lifetime. It is reason that when a increases, the interval of
energy is divided into more sections, and nodes have more transmission power
changing. Nodes which have lower residual energy transmit data with lower power.
Therefore, it affects the network topology, reduces the energy consumption and
prolongs network lifetime. But when o>10, the interval is divided too much sections
and the small change of transmission power don’t affect network topology. Therefore,
the network lifetime fluctuates around the optimal value. In summary, choosing the
appropriate o (a=10), DLOR with SPCA has longer network lifetime.

250

2001

150

100

Network lifetime

50

Fig. 2. The network lifetime when a changes

Selection of r in the PPCA. Whenne N*, n =2,...,30 are chosen in the network
with 100 nodes. As shown in fig.3, it is concluded that when » increases, network
lifetime will shorten. It is reason that when n increases, all nodes tend to transmit data
with larger power. Thus, the network lifetime shortens. In summary, choosing the
appropriate n (n=2), DLOR with PPCA has longer network lifetime.
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4.2 Simulation Results

According to the parameter research, a=10 and n=2 are chosen. Then the
performances of the DLOR with maximum transmission power, SPCA and PPCA are
compared and analyzed.
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Fig. 4. Network lifetime comparison

As shown in Fig.4, when network has the same routing algorithm DLOR, PPCA
has the optimal network lifetime. SPCA has a little lower. But they have far longer
network lifetime than maximum transmission power. The reason is that SPCA and
PPCA lower transmission power to save energy when the residual energy of nodes
reduces. In the PPCA, the change of transmission power is second-order. The decline
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rate is faster and it fit for the topology. It has longer lifetime than SPCA. Therefore,
SPCA and PPCA can prolong the network lifetime.

As shown in Fig.5, SPCA has the lowest average energy consumption. PPCA has a
little higher. But they have far lower average energy consumption than maximum
transmission power. It is reason that SPCA and PPCA balance the node energy
consumption by adjusting the network topology. The PPCA has longer lifetime.
Relatively nodes transmit more data and the network energy consumption is higher.
Therefore, SPCA and PPCA can reduce average energy consumption.

12

11l